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Chapter 1

The Nuclear Many-Body Problem

The essential aim of quantum many-body physics is the description of the observable properties emerging from the underlying quantum behavior of systems formed by a large number of particles. The tools that many-body physics provides are general enough as to describe a large variety of these systems. From large astrophysical objects composed by degenerate gases of hadrons, to the innermost structure of the nucleon, along with the description of ultracold gases, the atom and its shells or the electronic structure of molecules, many-body physics is a discipline that englobes a vast amount of different problems in a common framework. This global view of the physics of very distinct systems is precisely what makes many-body theory very appealing. Among the problems that this discipline has faced, the nuclear many-body problem is of special relevance because of its long history. Although first proposed in the fifties, the nuclear many-body problem is still a source of all kind of theoretical challenges for physicists. As a matter of fact, it requires a lot of effort to get acquainted with the large number of different techniques that have been used in the treatment of this problem. This wide variety of approaches has been a major source of developments in many-body physics and it is perhaps the reason why nuclear physics is still one of the more relevant fields of research within many-body quantum mechanics.

And, yet, the definition of this problem is extremely simple. In the first place, one chooses the suitable degrees of freedom which, for standard nuclear physics, are the neutron and the proton, i.e. the nucleons. Secondly, the interaction among these constituent degrees of freedom has to be introduced. In contrast to other physical systems, where the interaction is given \textit{a priori} (the Coulomb interaction in electronic systems, for instance), the nucleon-nucleon (NN) interaction is not completely known. A lot of its properties, however, can be derived from the analysis of NN scattering experiments and from the phenomenology of nuclear physics, and several parameterizations which describe accurately the properties of two- and three-body nuclear systems are presently available. These are the so-called \textit{microscopic interactions}, which will be briefly described in the following section.
1.1 Nucleon-nucleon interaction

Once the constituents and their interactions are chosen, one should in principle solve the Schrödinger equation. In the nuclear many-body problem, one usually assumes a non-relativistic treatment because of the relatively low energies involved in conventional nuclear physics. Moreover, and to simplify the problem, one usually considers an infinite system of nucleons with the same fraction of protons and neutrons. This corresponds to symmetric nuclear matter, a fictitious homogeneous system in which the electromagnetic interaction among the protons is disregarded. In a sense, nuclear matter can be thought of as a very large nucleus and, even though nuclear matter itself is not present in the universe, one expects it to describe qualitatively the interior of heavy nuclei and neutron stars. Indeed, there are some “experimental” properties of nuclear matter which are well-known from the nuclear physics phenomenology. These will be discussed in Section 1.2.

In spite of the apparent simplicity of the problem, the complicated structure of the bare NN interaction complicates the treatment of nuclear matter quite a lot. Actually, a sophisticated many-body machinery is needed to treat the problem in a sensible way and, even after decades of theoretical effort, one finds that the most simple properties of nuclear matter are only roughly described in terms of its basic constituents. In contrast to these \textit{ab initio} approaches, in which one tries to find the properties of nuclear systems from its fundamental building blocks, some \textit{phenomenological} approaches have also been devised. These are usually simpler treatments, which fit empirical properties of nuclear systems in a given region of isospin and density and then wisely extrapolate the results to different conditions. In Section 1.3, a general overview of the available many-body techniques which are presently used as well as some of its respective advantages and disadvantages will be given.

Finally, once the theoretical framework is settled, one has to study the properties of nuclear matter as a function of some external conditions, like its density or, eventually, its temperature. Many-body physics is studied at finite temperature for a bunch of systems in which thermal effects are unavoidably important. These include electron systems, quantum liquids (such as $^3$He) or ultracold gases (which, despite their name, show important thermal effects). The thermal component in the nuclear many-body problem, however, is usually disregarded because nuclear systems are assumed to be cold, \textit{i.e.} the relevant energy scales of nuclear systems correspond to extremely large temperatures which are difficult to achieve experimentally. Nevertheless, there are a few physical situations in which finite temperature effects need to be taken into account. The interest of these “hot” nuclear matter calculations will be discussed in the closing section of this chapter.

1.1 Nucleon-nucleon interaction

In the nuclear many-body problem, one chooses the neutron and the proton as the fundamental constituents (or degrees of freedom) of the problem. These are the two
baryons with lowest masses, $m_p = 938.27$ MeV and $m_n = 939.56$ MeV respectively [Yao06]. Note that these masses are very close to each other. The neutron and the proton differ in their total charge (0 and +1 respectively) as well as in the combination of their constituent quarks ($uud$ for the proton, $udd$ for the neutron). Besides these differences, however, they are quite similar. Up to the point that, if one neglects the electromagnetic interaction among protons, one can treat the neutron and the proton as two degenerate states of the same particle, the nucleon. This fact introduces a new symmetry in the system, the so-called isospin symmetry, which states that the strength of the interaction between any pair of nucleons is the same, independently of whether they are protons or neutrons. Isospin symmetry is quite well fulfilled in nature, and it is translated in the charge independence of NN scattering as well as in the spectroscopic properties of light mirror nuclei, like $^3\text{He}$ and $^3\text{H}$ [Rin80]. In addition, any microscopic interaction should fulfill some other general properties [Eis72]. The force should respect the conditions imposed by basic quantum mechanics (hermiticity, invariance under coordinate exchange) as well as the invariances imposed by the non-relativistic treatment of a bare force in the vacuum (translational, Galilean, time reversal, rotational invariances).

Most of the information available on two-nucleon systems is obtained from NN collisions in a certain range of nucleon kinetic energies, which goes roughly from 0 to 300 MeV in the laboratory frame. A complete compilation of the available experimental data for these processes is given, for instance, in the websites [nnoa; nnob]. The analysis in terms of phase shifts of this information, together with the previous symmetry requirements, constrains the physical properties of the different microscopic NN interactions in free space. As a consequence, all the realistic potentials share some common properties. NN forces must be of a short-range nature, as seen by the fact that nuclei are very compact objects, a few fermis ($1 \text{ fm} = 10^{-15} \text{ m}$) wide, and by the fact that the binding energies of finite nuclei tend to saturate [Rin80]. Moreover, if finite nuclei have to be bound, the NN interaction has to be attractive in a certain range of distances. Furthermore, the central density of heavy nuclei is fairly constant due to the strongly repulsive short-range core of the NN force, which prevents one nucleon to penetrate the hard core created by another nucleon. A sketch of these ideas can be found in Fig. 1.1, where the phase shifts of the NN interaction obtained from the compilation of [nnoa] are shown. On the one hand, $S$-wave phase shifts are positive for low ($E_{\text{lab}} < 250$ MeV) energies, which is an indication of an overall attractive potential for large distances [Eis72]. On the other hand, most partial waves yield negative results for large energies, which indicates the presence of a repulsive core. Note however that the details of this short-range hard core cannot be resolved from the phase shift analysis due to the lack of data above 350 MeV.

A very important property of two-nucleon phenomenology is the existence of a proton-neutron bound state with a binding energy of $-2.22$ MeV. This bound state, the deuteron, is an important source of information on the NN interaction.
Its strength is mostly concentrated in the $^3S_1$ partial wave, as seen by the fact that the phase shift of this partial wave approaches $\pi$ for very low energies. Still, the deuteron has a certain quadrupole moment, which cannot be caused by a spherically symmetric $S$-wave wave function. Instead, the wave function is an admixture of a $S$- and a $D$-wave states, with the deuteron staying about 4% of the time in the second state. One can explain this mixture from a theoretical point of view by including a tensor component in the NN interaction that admixes partial waves with different angular momenta. Indeed, this is one of the main sources of correlations in the nuclear many-body wave function, because it determines to a large extent the off-shell structure of the in-medium interaction [Müt00]. Among the several outstanding properties of finite nuclei, there is one which is especially relevant for the underlying NN interactions. To reproduce the observed nuclear magic numbers, a spin-orbit component in the mean-field is needed. In contrast to the remaining terms of the force, however, the spin-orbit NN interaction is of a non-local nature. The degree of non-locality of each potential has also an important influence on the structure of the nuclear wave function.

The large amount of existing NN scattering data, together with the restrictions imposed by symmetries, allow for the construction of accurate microscopic NN interactions. There are however several ways in which one can build phase-shift equivalent potentials. One can, for instance, expand the NN potential in terms of all the operators which, in configuration as well as in spin-isospin spaces, respect
the underlying symmetries of the NN force. Each operator is usually assumed to have a certain spatial dependence, with some free parameters which can be fitted to NN scattering data. A large amount of microscopic NN potentials are based on this philosophy, but probably the Argonne “family” are the most accurate of them. The Argonne V18 interaction, for instance, contains 18 of these operatorial structures in spin-isospin space and can be used as a starting point for realistic many-body calculations \cite{Wir95}.

This kind of empirically restricted interactions are extremely accurate, despite the fact that they do not try to describe the underlying physics phenomena that generate the NN force. The description of the strong interaction should be carried out in terms of quantum chromodynamics (QCD), which governs the properties of the particles forming the nucleons, \textit{i.e.} the quarks. The strong non-perturbative character of QCD at low energies makes the problem almost intractable, and since the very old days of nuclear physics the interaction between nucleons has been described in terms of some other effective degrees of freedom, the mesons. The first to propose such a model was Yukawa, who supposed that the NN interaction was mediated by pions \cite{Yuk35}. These are the lightest mesons in nature and would be responsible for the long-range behavior of the force. One can however extend the number of mesons which is incorporated to this boson exchange potential and take profit of the different properties of these mesons (their scalar, pseudoscalar or vector nature) to reproduce the various terms of the NN force. The one-pion exchange potential, for instance, includes a term of a tensorial nature which can account for the tensor component of the NN interaction. It is important to note that the mesons included in this kind of potentials should be taken as effective degrees of freedom and thus their properties might not coincide with those of the existing mesons. This is the case of the well-known $\sigma$ meson, which is supposed to mimic the effects of two correlated pions. In addition, the scalar-isoscalar $\eta$, the vector-isovector $\rho$ and the isoscalar-vector $\omega$ mesons are usually incorporated in these potentials. Each of them accounts for some characteristics of the NN force (the $\omega$ is responsible for the short-range core, etc.). Since the coupling constants (as well as some other properties) of these mesons are not well-known, the existent amount of NN scattering data is used to fit these parameters. Choosing a correct set of degrees of freedom and of mesonic couplings, these fits can achieve a high degree of accuracy. The calculations of this Thesis have been performed with the CDBONN potential \cite{Mac96,Mac01}, a boson exchange potential with a particularly strong non-local nature. The matrix elements in momentum space for different partial waves of this interaction are shown in Fig. \ref{fig:elements}. The strong dominance of the $^1S_0$ partial wave at low momenta is clearly observed, as well as the attractive regions of the $^3S_1-^3S_1$ waves.

Recently, a new kind of NN potentials have achieved the same degree of accuracy in the fitting procedure of NN scattering data \cite{Ent03}. The Idaho-Salamanca potential is based on chiral perturbation theory, an effective field theory which
Figure 1.2: CDBONN potential in different partial waves as a function of the relative momenta $q$ and $q'$. 
uses the fact that the chiral symmetry is only slightly broken in the QCD Lagrangian. The Goldstone bosons associated to this symmetry breaking are the low-lying nonet of mesons. The interactions among these mesons as well as their interactions with the octet of baryons are strongly restricted by the underlying chiral symmetry. As a result, the Lagrangian can be expanded in a power series in terms of the momentum of the particles. When this series is expanded to N^3LO and its free parameters are fitted to data, the interaction that is obtained reproduces the NN phase shifts with an accuracy comparable to any other realistic NN interaction. This effective field theory approach to the NN interaction includes aspects of the previous approaches, in the sense that it is formulated in terms of effective degrees of freedom (pions and nucleons) with an interaction that is strongly restricted by symmetry requirements. Furthermore, an interesting outcome of this chiral perturbation theory approach are the three- and four-nucleon forces which arise naturally as counterterms in the chiral expansion.

The need of three-body interactions in nuclear physics is a well-known feature. The effects of three-body forces in nuclear physics are important, either for the correct description of very light systems, like the ground and excited states of light nuclei [Pie01], or for an accurate treatment of the many-body nuclear problem [Day81]. Unfortunately, the introduction of three-body forces in many-body formalisms is usually very complicated. This is precisely the case for the Green’s function approach presented in this Thesis and in the following no three-body forces will be considered.

The NN forces that have been mentioned so far are supposed to describe NN interactions in free space, i.e. they are fitted to the data of two-body scattering processes. In order to describe the in-medium properties of nucleons in an effective way, one can build phenomenological forces which include density dependences to mimic the effects of many-body correlations. This kind of interactions are essentially devoted to describe dense systems as well as finite nuclei and, instead of reproducing the data of NN scattering, they are fitted to the empirical saturation properties of nuclear matter as well as to some properties of medium and heavy spherical nuclei. The success of these forces is explained by their simple functional and operatorial structure as well as by the fact that they are conceived to work within a mean-field quasi-particle approach. They are thus easy to handle and they can predict the properties of most nuclei close to the stability valley with a good degree of accuracy. Note, however, that their spirit is different to that of the many-body nuclear problem for, even if they are more practical, they do not predict the properties of nuclei from their very basic building blocks. Among these phenomenological in-medium NN interactions, the Skyrme force [Vau72] is probably the more popular one: it is a zero-range force with a simple spin-isospin structure. Nowadays, there are more than a hundred parameterizations of this force [Sto03], most of them devoted to study a particular region of the nuclear chart. Another widespread NN many-body phenomenological interaction is the
Gogny force [Dec80], which mimics the short and long-range effects of the NN interactions by means of gaussians. Although there are less parameterizations of this interaction [Far99], the results obtained with it can be considered to be more realistic. The fact that these phenomenological forces fit the properties of matter in a certain region of density and isospin asymmetries limits their applicability to other regions of the density-isospin parameter space [Rio05b; LV06].

1.2 Nuclear matter

Nuclear matter is an ideal system. Therefore, one might very reasonably wonder why it has so much interest for nuclear many-body theorists. There are several answers to this question. To begin with, nuclear matter is an infinite system and thus it is translationally invariant. As a consequence, the single-particle states are well-known: they are given by simple plane waves. Note that this does not happen in finite systems, where the choice of an appropriate single-particle basis can already be problematic. This supposes a great advantage for theoreticians, which can use nuclear matter as a test bench for their many-body approximations before applying them to treat the more involved finite systems.

In the studies of nuclear matter, one tries to reproduce the empirical information which is known for this system. It is actually quite surprising that one can have access to the empirical properties of an ideal system. These properties are extracted from the extrapolation of the experimental knowledge of finite nuclei to infinite matter. Consider, for instance, the binding energy per particle, \( B(Z, N)/A \), of finite nuclei. For sufficiently large nuclei (with more than, say, 15 nucleons) this is a fairly constant magnitude, which is around 8.5 MeV/nucleon [Rin80]. This constant energy per particle can be explained in terms of the saturation mechanism of nuclear forces. The short-range nature of the NN interaction modifies the total energy per particle of the \( A \)-particle system in such a way that, instead of it being proportional to \( A(A - 1) \) (as it should be for a two-body interaction), it is approximately proportional to \( A \). Actually, the binding energy per particle has a certain soft dependence on \( A \) for finite nuclei. For low-\( A \) systems, the energy per particle increases with \( A \) due to the fact that the nucleons inside the nuclear core get more bound. Above \( A = 56 \) (i.e. above the iron mass number), the number of protons is large enough for the Coulomb interaction among them to become relevant and the repulsive effect is such that, for heavy nuclei, \( B/A \) decreases with \( A \). One can fit this behavior by means of the semi-empirical (or Bethe-Wieszacker) mass formula [Rin80]:

\[
B(N, Z) = a_V A + a_S A^{2/3} + a_C \frac{Z^2}{A^{1/3}} + a_I \frac{(N - Z)^2}{A} - \delta(A). \tag{1.1}
\]

Each term of this formula represents a different physical effect which is important for finite nuclei. The first contribution corresponds to the volume term and
accounts for the binding in the interior of the nucleus. The second contribution
is associated to surface effects, while the Coulomb repulsion among nucleons is
taken into account by means of the third term. The fourth term corrects the mass
formula to consider the loss of binding in isospin asymmetric systems. The last
term, \( \delta(A) \), is associated to pairing effects and varies according to the even or
odd character of the number of nucleons.

Traditionally, electron scattering experiments have been an essential tool to
obtain information on the interior of nuclei. These experiments provide us with
the charge distribution of heavy nuclei, which is basically proportional to the total
density inside the nucleus. It is a well-known experimental evidence that the
charge density inside medium and heavy nuclei is fairly constant. Correcting for
the difference in the number of neutron and protons, one can derive a corresponding
total central density for nuclei with different \( A \). When these data are extrapolated
to very large \( A \), one finds that the central density converges to the value \( \rho_0 \sim 0.16 \)
fm\(^{-3} \). This is the so-called empirical saturation density of nuclear matter and
coincides with the density at which it would be stable. From the semi-empirical
mass formula, one can find the corresponding binding energy per particle:

\[
\lim_{A \to \infty} \frac{B}{A} = a_V \sim 16 \text{ MeV.} \tag{1.2}
\]

Note that the only contribution considered here is the volume term, because the
remaining contributions are not active in infinite isospin symmetric matter. Any \textit{ab
initio} many-body calculation of nuclear matter which tries to be realistic should
reproduce the empirical saturation point of nuclear matter, \textit{i.e.} it should have a
minimum of energy \( E/A = -16 \text{ MeV} \) at the density \( \rho_0 = 0.16 \text{ fm}^{-3} \).

The semi-empirical mass formula supplies more information on nuclear matter.
For an isospin asymmetric system (with a different number of neutrons and pro-
tons), characterized by the isospin asymmetry parameter \( \alpha = (N - Z)/A \), one finds
that the extrapolation of the mass formula, once Coulomb effects are disregarded
(\( a_C = 0 \)), yields:

\[
\lim_{A \to \infty} \frac{B}{A} = a_V + a_I \alpha^2. \tag{1.3}
\]

The quadratic dependence on \( \alpha \) is explained both in terms of Pauli blocking effects
and of the charge symmetry of the nuclear interactions. Most fits yield values of \( a_I \)
around \(-24 \text{ MeV} \). This is usually called the symmetry energy and its negative sign
accounts for the loss of binding energy when a proton is exchanged by a neutron
in the system (or vice versa). The extrapolation of this fitted parameter to infinite
matter is somehow controversial \cite{Ste05}. However, if a many-body approach can
give the energy per particle in terms of the total density and the asymmetry
parameter, one customarily computes the symmetry energy from the formula:

\[
a_s = \frac{1}{2} \frac{\partial^2}{\partial^2 \alpha} \left. \frac{E(p, \alpha)}{A} \right|_{\rho_0}. \tag{1.4}
\]
This quantity is usually around 30 MeV for realistic many-body approaches and it is especially relevant for very asymmetric systems, like neutron stars, where it determines the composition in the interior of the star. The symmetry energy also sets to a large extent the neutron skin thickness of heavy nuclei and, from the experimental point of view, its density dependence close to saturation can be explored with the help of intermediate heavy-ion collisions \[Ste05\]. Another empirical property of nuclear matter which should be reproduced by \textit{ab initio} calculations is the so-called compressibility modulus of nuclear matter. This is normally defined as:

\[
K = 9 \rho_0^2 \frac{\partial^2}{\partial \rho^2} \frac{E(\rho, \alpha)}{A} \Bigg|_{\rho = \rho_0, \alpha = 0},
\]

and it is proportional to the second derivative of the energy per particle of symmetric matter with respect to the density close to the saturation density. In a way, it characterizes the density dependence of the energy per particle of nuclear matter close to saturation. The values accepted for this quantity are in the range \(K \sim 200 - 250\) MeV and they are mainly determined from the energy of monopolar resonances in the nuclear spectra \[Bla95\]. The lack of three-body forces in the treatments of this Thesis as well as the restriction to symmetric nuclear matter will prevent us to give explicit values for these two quantities.

1.3 Correlations in nuclear physics

The word “correlations” is used in several fields of physics with a lot of different meanings. Even within the many-body community, one uses it in many contexts and, as a matter of fact, in some fields the adjective “correlated” is given to approximations which, in other fields, might not be considered as such. The correlation effects of main concern in this Thesis are those which go beyond the mean-field and the quasi-particle pictures. These effects are related to the energy dependence of the self-energy and induce a non-vanishing imaginary part for this quantity. Let us now briefly review the different kind of many-body approaches in order to pin down more specifically which are the correlations that our approach tries to describe.

\textit{Mean-field} approaches are based on the Hartree-Fock approximation. A common idea underlying these approaches is the concept of quasi-particle. In a mean-field scheme, a nucleon in nuclear matter is described in terms of its single-particle energy:

\[
\varepsilon(k) = \frac{k^2}{2m} + U(k),
\]

which is formed by a kinetic term plus a single-particle potential, \(U(k)\), which accounts for its interaction with the remaining nucleons of the system. In the
Hartree-Fock approximation, the single-particle potential is given by the sum of the interaction of a nucleon with momentum \( k \) with the remaining nucleons in the system in terms of the bare interaction. This is generally known as the “mean-field” and defines a one-to-one correspondence between a momentum state \( k \) and a unique quasi-particle energy \( \varepsilon(k) \). As matter of fact, the mean-field approximation gives very bad results for the saturation properties of nuclear matter (see Chapter 4) when it is computed from realistic NN interactions. This is caused by the fact that, in the Hartree-Fock approximation, the strongly repulsive short-range interactions are overestimated, leading generally to unbound systems. Therefore, one needs to use phenomenological parameterizations of many-body interactions, like the Skyrme or the Gogny interactions, which describe in an effective way the many-body effects that influence the mean-field. These parameterizations usually have a simple functional form and do not include tensor components. Strictly speaking, these are not \textit{ab initio} calculations, but they are among the few which can reproduce fairly well the properties of finite nuclei among the whole nuclear chart. In addition, simple mean-field theories can be recast easily as functionals for the energy that can the be used in a Kohn-Sham density functional scheme which, in principle, can be improved in a systematic way [Ben03].

Realistic NN interactions, however, do have a strong short-range repulsion and present tensor components, which induce important changes in the many-body wave function of the system. These are not taken into account in a pure mean-field approach, where the single-particle potential is computed assuming that the system can be described in terms of a simple Slater determinant. One can proceed in different ways to introduce these short-range and tensor correlations in the nuclear many-body problem. One might, for instance, try to account for the correlations directly in the wave function, by means of a Jastrow-type trial wave function:

\[
\Phi(1, \cdots, A) = \prod_{i>j=1}^{A} f(r_{ij})\Phi_0(1, \cdots, A).
\]  

The Jastrow factors \( f(r_{ij}) \) act on the free many-body wave function, \( \Phi_0 \), and give the correlated wave function of the system, \( \Phi \). They suppress the short-range components of the wave function and their operatorial structure, which includes tensor components, accounts for the complicated spin-isospin dependence of the wave function. Moreover, they need to be properly normalized according to the fermionic nature of the many-body wave function. The functional dependence of the Jastrow factors in the inter-particle distance \( r_{ij} \) is free to some extent, and it can be adjusted with the help of a variational minimization of the ground state energy of the system. One can use different techniques to compute this energy from the Jastrow trial wave functions. In the \textit{Fermi Hypernetted-Chain} approximation, the correlations induced to the energy can be studied in terms of graphs and lead to a set of coupled integral equations that need to be solved.
within certain approximations (like the Single Operator Chain) \[Fan75\] \[Cla79\]. One can also compute the ground state energy in an exact way by means of a Variational Monte Carlo calculation, which however needs of an efficient sampling in the spin-isospin configuration space in order to obtain sensible results. The strong spin-isospin structure of the nuclear wave function complicates a lot this kind of calculations. Alternatively, one might try to guess directly the many-body wave function and improve it systematically by minimizing the ground state energy. If the correlated basis is close enough to the exact basis, one can compute the energy from perturbation theory, which improves the results with respect to the naive Jastrow approach. This leads to the Correlated Basis Functions method \[Cla66\] \[Fan97\], which has been successfully applied to liquid \(^3\)He as well as to nuclear matter \[Ben92\].

The Coupled Cluster (or \(\exp(S)\)) method is similar in spirit to the Jastrow trial wave function, in the sense that the correlations of the full many-body wave function are generated by applying an \(\exp(S)\) operator on a Slater determinant of model states. The \(S\) operator is formed by sets of \(n\) creation-destruction operators that produce excitations of \(n\) particles and holes on top of the non-correlated Fermi sea \[M"{u}t00\]. The exponential form of the operator guarantees that the excitations at different orders are not overcounted. The application of the coupled cluster method to the nuclear many-body problem seems to have a promising future, especially in the domain of finite nuclei where it allows for a quantitative description of the shell structure \[Bis91\]. Somewhat similar to this approach, the Unitary Correlated Operator Method renormalizes the short-range and tensor correlations of the many-body wave function by means of a unitary transformation with an exponential structure. This transformation is cut at the second order in the \(n\)-body irreducible operator expansion, in such a way that only two-body correlations are taken into account \[Fel98\] \[Nef02\]. So far, this method has been applied to the calculation of the shell structure of finite nuclei as well as to the spectroscopic properties of heavier systems. One can also determine very accurately the structure in shells of light nuclei by means of the Green’s Function Monte Carlo method, a technique which has been mainly pushed forward in nuclear systems by the Urbana group and which yields the more exact \(ab\ initio\) results available in the nuclear field \[Pud97\].

In the last five years, new many-body techniques have been derived to treat the nuclear many-body problem. These have been inspired by different formalisms which so far had been used in other fields of physics. Renormalization group techniques, for instance, have recently been applied to realistic NN potentials \[Bog03\]. Starting from these potentials at a very high cutoff, one can build a scattering amplitude which is evolved to lower cutoff values requiring that the observables (such as the phase shifts) are preserved up to the cutoff external momenta. In this way, one obtains an interaction, the so-called low momentum interaction or \(V_{lowk}\), which is the same independently of the initial NN potential. The differ-
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ences in the original NN potentials at the numerical level are essentially due to the different way in which they treat the non experimentally observable short-range components and the $V_{lowk}$ potential has integrated out this high energy modes in a consistent way. Thanks to the fact that the short-range components have been “extracted” from the interaction, the $V_{lowk}$ potential is less correlated in a way and thus it can be used as the starting point of perturbative calculations for nuclear matter \cite{Bog05}.

Effective field theory techniques have also been applied to the nuclear many-body problem \cite{Lut00, Kai02}. In these approaches, a chiral perturbation theory interaction is used to describe the NN interaction, although finite density effects involve a different power counting than the one used in free space. Note, moreover, that since the Fermi momentum at saturation density ($k_F \sim 260$ MeV) is comparable to the pion mass, pions need to be explicitly taken into account in the calculations. Within this finite density chiral effective field theory, one can obtain the energy per particle in an expansion of $k_F/m_N$ (or $k_F/\Lambda$, with $\Lambda$ a large cut off). The results thus obtained turn out to be quite reasonable, even though some of the unknown constants in the approach have to be fitted to reproduce the empirical saturation point.

There is a common assumption in all the previous treatments, namely that nuclear matter is a non-relativistic system. Such an assumption seems sensible, since the energies involved in nuclear matter (of the order of some MeVs) involve Fermi velocities of the order of $v_F/c \sim k_F/M_n \sim 0.3$, much smaller than the speed of light, $c$. Still, in a Lagrangian picture the one boson exchange model is much more easy to treat and one can indeed try to reproduce the properties of nuclear matter directly from it. In the Relativistic Mean Field approach (also known as Quantum Hadrodynamics or Walecka model), one approximates the expectation values of the mesonic degrees of freedom by means of mean classical values \cite{Ser86}. The couplings of the phenomenological mesons are then adjusted to reproduce the empirical saturation point. An attractive feature of this approach is the fact that it predicts the experimental spin-orbit splitting observed in nuclear single-particle levels in a straightforward fashion. In addition, and even though it is a phenomenological model, the Relativistic Mean Field approach can be derived in an effective field theory spirit from the chiral properties of the underlying QCD lagrangian \cite{Fur97}. Furthermore, it is also possible to understand it in terms of a density functional which includes relativistic effects \cite{Jun04}.

None of the previous approaches has enjoyed the same success or has been studied in such detail as the Brueckner-Hartree-Fock (BHF) approach to the nuclear many-body problem \cite{Bru54, Day67}. This is based on the Goldstone expansion for the total energy of a many-body system at zero temperature and its diagrammatic interpretation \cite{Gol57}. Actually, in contrast to the previous approaches, the BHF approximation is entirely based on a diagrammatic expansion for the energy per particle. In the BHF case, the diagrams which are considered are dictated by the
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hole-line expansion. An infinite series of these diagrams can be summed in terms of an in-medium interaction (or $G$-matrix) which includes the correlations induced by the original bare NN force as well as the Pauli blocking effects in the intermediate propagation of particles. Note that in this approach, one renormalizes the in-medium interaction and not its wave function, although it can be obtained from the renormalized interaction $\text{Son98}$. In principle, the BHF approach can be improved by including higher order terms in the hole-line expansion. So far, only the three hole-line contribution has been computed $\text{M"unt00}$, and the convergence of the series seems to be at least qualitatively proven. Note also that there exists a relativistic version of the BHF approach, in which the relativistic scattering amplitude is corrected by medium effects $\text{Bro90, vdD04}$. Since these studies are unavoidably carried out with the help of Dirac spinors, the approach is called \textit{Dirac-Brueckner-Hartree-Fock}. Starting from realistic boson exchange potentials that describe the phase shifts of the free space interaction, one obtains good saturation properties of nuclear matter, although some doubts exist on the exact formulation of the approach (especially in what concerns the Lorentz structure of the self-energy).

In terms of correlations, the non-relativistic BHF accounts, in its renormalization process, for the simultaneous particle-particle propagation of in-medium nucleons. Still, in a certain sense, the BHF is a quasi-particle approach, since each single-particle momentum has an associated quasi-particle energy, given by an expression equivalent to Eq. (1.6). In this case, however, the single-particle potential $U(k)$ is computed from the renormalized interaction, whose energy dependence is restricted to the quasi-particle energies. One says that the particle is on its mass shell (on-shell). The BHF approximation is however not completely on-shell, because the in-medium interaction has a certain energy dependence associated to the off-shell behavior of the self-energy. 

To distinguish this approach from the usual mean-field or Hartree-Fock approximation (which is also on-shell), any approach in which there is a one-to-one correspondence between a single momentum and a single energy will be referred to as a quasi-particle approach in the following. Yet, experimental information coming from proton $(e, e'p)$ knockout reactions contradicts this assertion $\text{Kel96, Dic04}$. One finds that there is a certain probability to find knocked out protons of a certain momentum within an extended range of energies $\text{Roh04}$. This so-called fragmentation of the quasi-particle strength is described in terms of the spectral function, which gives the probability of finding a nucleon with momentum $k$ and energy $\omega$ in the many-body nuclear system. This cannot be directly computed from the BHF approximation, but it is an outcome of other approaches, like the Fermi Hypernetted Chain or the Correlated Basis Function approximations $\text{Fan84, Ben89}$. The fully correlated one and two-body Green’s function have an infinite diagrammatic expansion in terms of non-interacting one-body propagators and two-body potentials. In the ladder approximation, one sums an infinite subset of the
diagrams for the two-body propagator. In doing so, an in-medium interaction (the so-called $T$-matrix) has to be introduced. In contrast to the $G$-matrix of the BHF approach, this interaction accounts consistently for the correlations induced by the in-medium propagation of pairs of particles and pairs of holes. The final result is expressed in terms of a self-energy and a spectral function which are fully momentum and energy dependent. The process of finding the Green’s function for such a many-body system is unavoidably self-consistent, since the propagation of a nucleon is affected by the interactions with the surrounding nucleons, which in turn are also described in terms of the Green’s function. When the procedure is iterated in a self-consistent way (in the sense that, at each iteration, the spectral function of the previous iteration is used), the diagrammatic expansion is modified by the inclusion of self-energy insertions that dress the one-body propagator. This allows for an extension of the approach to higher densities. Moreover, the self-consistency of the approach is essential for the fulfillment of the Hugenholtz-van Hove theorem and the sum rules for the spectral function, which are known to hold from basic principles and which are not well reproduced in other many-body approximations.

The set of equations which defines the Self-Consistent Green’s Function (SCGF) scheme can be written down in a more or less straightforward way. A full numerical treatment with all the off-shell dependence of this approximation is however quite involved in the nuclear case, due to the short-range components of the force, which induce non-negligible strengths to the region of high and low energies. At the same time, one has to deal with very abrupt structures close to the quasi-particle energy as well as with delta-like peaks close to the Fermi surface. All in all, the numerical treatment of the problem is quite difficult and only a few groups have achieved a partial solution of the problem. Very soon after the Green’s function theory for many-body systems was formulated [Mar59], Puff and collaborators carried out the first schematic attempts to study nuclear matter from a Green’s function point of view with the very simple potentials available at the time [Puf61; Rey63]. In the eighties, with the new computational tools available, Green’s function theory and its application to nuclear matter were pushed forward [Web85], mostly with simple separable potentials within the quasi-particle approximation. The first attempts to solve the problem with more realistic potentials were carried out in a quasi-particle approximation of the formalism, in which the self-consistency is demanded at the on-shell level, by the Barcelona and the Saint Louis groups [Ram88; Ram89; Von93]. Within their approach, the off-shell dependence can be computed at the end of the procedure and a non-trivial spectral function is found. An improved approach can be obtained by parameterizing the off-shell dependence of the spectral function by means of a set of Gaussian functions [Dic99]. The Gent group achieved similar results by approximating the off-shell dependence by a small discrete number of Dirac peaks [Dew02; Dew03]. Complete off-shell results have been obtained for simple separable NN interactions by Bozek
Many-body physics at finite temperature

Many of the systems studied with quantum many-body techniques are influenced by thermal effects. The properties of electronic systems, for instance, have a strong temperature dependence, and probably the phenomenon of superconductivity is the most spectacular of them. This is also the reason why the electron gas has been used in several textbooks as the starting point for the description of many-body physics at finite temperature [Abr65; Fet71; Mah90]. In ultracold atomic gases, the phenomenon of Bose-Einstein condensation as well as the so-called BEC-BSC crossover have recently renewed the interest on the study of strongly interacting quantum many-body systems at finite temperature.

This is however not a new subject. Finite temperature many-body physics has a long tradition. Among the problems treated with this theory, maybe correlated Fermi liquids and, in particular, $^3$He are the most interesting from the theoretical point of view. Due to the strong dynamical correlations induced by the two-body interaction, the thermodynamical properties (and, in particular, the entropy) of $^3$He deviates strongly from the free Fermi gas behavior. As a matter of fact, the study of the entropy in correlated Fermi liquids was triggered by the experimental and theoretical studies of $^3$He [Ber66; Don66; Ami68a; Ami68b; Bre67; Pet73; Car75]. The specific heat of this system is known to have a non-trivial empirical temperature dependence of the type $T^3 \ln T$ [Gre83]. Such a non-analytical behavior can be seen to arise, within Fermi liquid theory, from the coupling between quasi-particles and quasi-holes in the triplet state, which gives rise to non-analytical energy dependences in the self-energy [Chu06]. These non-analyticities are in fact a general feature of all normal Fermi liquids and their existence is not related to the particular details of $^3$He systems, although the strong spin-dependent correlations of this system enhance this behavior.

Traditionally, nuclear matter has been considered as a cold system, i.e. it has been studied with the tools provided by zero temperature quantum many-body physics. There is a good reason for this. The energy scales of nuclear systems are of the order of some MeV. This corresponds to temperatures of the order of $T = 1 \text{ MeV} \sim 1.2 \cdot 10^{10} \text{ K}$, which are of course much higher than the room temperatures at which nuclear physics experiments are carried out. In other words, temperature does not play any role in nuclear structure for earthly systems. Still, in some situations, temperatures of the order of tenths of MeV are reached in nature. These are somewhat small temperatures if compared with the typical
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energy scales of nuclear matter (the free Fermi energy at empirical saturation density is about $\epsilon_F \sim 40$ MeV, thus $T/\epsilon_F \sim 0.5$ for $T = 20$ MeV, the highest temperatures considered here), but one expects that a finite temperature approach to nuclear matter can fairly describe the properties of the hot environments that exist either inside the cores of supernovae at the latest stage of their evolution \cite{Bet90} or in the collisions of heavy nuclei at intermediate energies \cite{Cho04}. The thermodynamical properties of this high density matter and, in particular, the entropy are important quantities for the understanding of astrophysical and heavy ion physics phenomena. In core-collapse supernovae, for instance, the evolution and dynamics occur at a fixed entropy per baryon \cite{Pra97}. On the other hand, the entropy production in multi-fragmentation events in heavy ion collisions is considered to be a crucial quantity to determine the mass fragment distribution \cite{Cse86}.

Traditionally, hot nuclear matter has been studied in a mean-field (Hartree-Fock) approximation with effective phenomenological NN forces, such as the non-relativistic Skyrme or Gogny interactions \cite{Sil04; Hey88} or the Relativistic Mean Field approximation \cite{Mue95}. Other many-body approaches that have been used in the study of this system include lattice models \cite{Mue00} or three-loop calculations within chiral perturbation theory at finite temperature \cite{Fri02}. However, when dealing with realistic NN potentials, more sophisticated many-body techniques are needed. Once again, the strong short-range repulsion and the tensor components of these potentials modify substantially the many-body density matrix, which is not anymore well described in terms of a free Fermi gas density matrix. The BHF approximation arises from a well-defined expansion for the energy of a fermionic system at zero temperature, the so-called Brueckner-Bethe-Goldstone expansion \cite{Day67}. At finite temperature, a similar summation can be achieved in the so-called Bloch-de Dominicis approach \cite{Blo58a; Blo58b; Blo59a; Blo59b}. However, this approach is not devised to reproduce the energy of the system. Instead, it aims to compute the grand-potential and, from it, all the thermodynamical properties of the system. Traditionally, however, the BHF approach has been extended to finite temperatures in a more naive way: the energy of the system is computed from a simple generalization of the $T = 0$ formalism to finite temperature and the entropy of the system is computed from a mean-field expression \cite{Lej86; Bom94}. Finally, let us also note that relativistic Dirac-Brueckner-Hartree-Fock calculations at finite temperature can also be found in the literature \cite{Hil86; Hub98}.

A consistent treatment of correlations in quantum many-body systems requires the inclusion of particle-particle and hole-hole scattering terms. A major well-known problem of the SCGF approach is related to the so-called pairing instability that appears in the zero temperature formalism when the propagation of holes is considered \cite{Von93; Alm96; Boz99; Dew03}. One of the great advantages of working at finite temperature is the fact that the pairing instability is washed out already at low temperatures. This feature has triggered the theoretical research
1.5 Program of the Thesis

Once the many-body nuclear problem has been introduced and after the Green’s function description of nuclear matter has been motivated, a brief summary of the remaining chapters of this Thesis will be given here. In the following chapter, the many-body Green’s function formalism at finite temperature will be described. The derivations will try to be as detailed as possible, because the techniques underlying finite temperature physics are quite involved and they are often not very well explained in the literature. Most of the ideas have been taken from the book of Kadanoff and Baym [Kad62], although the books by Mahan [Mah90] and Kraeft et al. [Kra86] are also very useful in this context. The self-consistent renormalization procedure will be introduced in the final part of the chapter, following an example by Mattuck [Mat92].

In Chapter 3, the Luttinger-Ward formalism to study the thermodynamical
properties of fermionic systems will be introduced. Within this scheme, the partition function of an interacting system can be computed from the one-body Green’s function. Although a full derivation of this formalism goes beyond the scope of this Thesis, the Luttinger-Ward expression for the partition function will be seen to be equivalent to that arising from the more widespread coupling constant method. Following Carneiro and Pethick [Car75], several expressions for the partition function and the entropy per particle of a correlated system of fermions will be derived. The influence of the width induced by dynamical correlations on both quantities will also be briefly discussed.

The first numerical calculations concerning nuclear matter will be presented in Chapter 4, where the Hartree-Fock approximation at finite temperature is studied in detail. Although it is well-known that the results for nuclear matter starting from microscopic NN potentials are not realistic (in the sense that they do not reproduce the empirical saturation point and that might even give rise to unbound systems), the Hartree-Fock approximation is a good benchmark where one can study in detail the self-consistent renormalization procedure. Moreover, the Luttinger-Ward formalism can be used to obtain the well-known expressions for the thermodynamical properties of nuclear matter with a mean-field approximation.

The ladder approximation is discussed in Chapter 5. Its numerical solution by means of the SCGF scheme is also sketched in this chapter, where the first microscopic results are given. These concern the density and temperature dependences of the in-medium interaction, the self-energy, the spectral function and the momentum distribution. These dependences give us a hint on the importance of dynamical correlations in the different temperature and density regimes.

Finally, in Chapter 6 the thermodynamical properties of nuclear matter will be studied within the Luttinger-Ward formalism, starting from the Green’s function obtained in the SCGF scheme. The importance of dynamical correlations on the entropy will be studied by comparing different many-body approximations to this quantity. The thermodynamical consistency of the approach will also be discussed in terms of the Hughenholtz-van Hove theorem at the saturation point and compared with the non-consistent BHF approach. The density and temperature dependences of the total energy, the free energy and the pressure will also be given. These results will often be compared with those of the mean-field approach of Chapter 4 which can help us in determining the importance of dynamical correlations on the thermodynamics of the system. A brief summary of some of the future perspectives that this formalism offers is presented at the end of the chapter.

The foundations of the Green’s function approach to the nuclear many-body problem are very formal. The same can be said of the Luttinger-Ward formalism. Yet, for the sake of clarity most of the derivations have been kept in the main body of this Thesis. Some of the formal developments which are not essential in the treatment of the problem are given in the Appendices. The first Appendix is concerned with the derivation of the perturbation expansion of the Green’s
function at finite temperature, which is the starting point for the diagrammatic approach extensively used in the other sections of this Thesis. The Feynman rules which relate each term in the expansion with a Feynman diagram are given in Appendix B. Appendix C is devoted to the sums of Matsubara frequencies, which rely on different tools of complex analysis. The expansion of some thermodynamical properties of Fermi liquids in two different density and temperature regimes (the degenerate and the classic limit) are studied in Appendix D. These are useful in the interpretation of the density and temperature dependences of both the non-correlated approach of Chapter 4 and the fully correlated one of Chapter 6. Finally, in Appendix E the details of the numerical calculations involved in the SCGF scheme are presented.
Chapter 2
Many-Body Green’s Functions at Finite Temperature

The Green’s function formalism is a widespread technique in theoretical quantum many-body physics [Mar59, Kad62, Mat92]. It provides a wealth of very interesting results already at the one-particle level [Fey65], and it allows for even more outstanding results when a many-body system is considered. The computation of one-body as well as some of the many-body properties of the system can be achieved from the one-body propagator and thus several approaches have been devised in order to compute this quantity in dense correlated systems. In the following, the general properties of the Green’s function will be presented within a finite temperature framework. Starting from the usual aspects of quantum statistical mechanics, the propagator will be defined and a (hopefully) comprehensive review of the imaginary time formalism will be presented. In addition, some analytical results that will be used throughout the rest of this Thesis will be carefully deduced. The properties of the two-body propagator, which shall be useful in the discussion of the ladder approximation, will also be outlined here. In the context of interacting systems, the self-energy will be introduced both from the equation of motion approach and from the diagrammatic point of view. Among the properties of the single-particle propagator in interacting systems, the self-consistency renormalization procedure will be discussed here in order to clarify its importance in the treatment of many-body approaches as well as its fundamental role in the developments of the following chapters.

2.1 Quantum statistical mechanics

The properties of a quantum system composed by many identical particles can be studied conveniently in the framework of the second quantization formalism. The basic cornerstones of this formalism are the creation and annihilation operators in the Heisenberg representation. When a creation operator \( \hat{a}^\dagger(\mathbf{r},t) \) acts to the
right on a state of the system, it adds a particle at position $r$ at time $t$ (for simplicity, in this chapter the presence of any other quantum number such as spin or isospin will be neglected). When its adjoint, the annihilation operator $\hat{a}(rt)$, acts to the right it destroys a particle at position $r$ and time $t$. Most of the micro- and macroscopic operators of physical relevance can be expressed in terms of products of these two operators. In addition, for fermionic systems the second quantization formalism implements in a very convenient way the antisymmetry of the many-body wave function. This is automatically contained in the equal time anticommutation relations:

$$\{\hat{a}(rt), \hat{a}(r't)\} = 0,$$

(2.1)

$$\{\hat{a}^\dagger(rt), \hat{a}^\dagger(r't)\} = 0,$$

(2.2)

$$\{\hat{a}^\dagger(rt), \hat{a}(r't)\} = \delta(r - r').$$

(2.3)

Indeed, with the help of these relations, it is easy to see that $[\hat{a}^\dagger(rt)]^2 = 0$. This is nothing but the Pauli exclusion principle, which states that two identical fermions cannot be created at the same point of space and time. Notice that here, and in the following, $\hbar = 1$.

Consider any operator $\hat{X}_S$ in the (time-independent) Schrödinger picture. The time evolution of this operator in the Heisenberg representation, $\hat{X}_H = \hat{X}(t)$, is set by the following equation of motion (also known as the von Neumann equation):

$$i\frac{\partial \hat{X}(t)}{\partial t} = [\hat{X}(t), \hat{H}],$$

(2.4)

where $\hat{H}$ is the Hamiltonian of the system in the Schrödinger representation. In the case of a system of fermions interacting via a two-body potential $V(r, r')$, the Hamiltonian is the sum of a kinetic plus a potential term:

$$\hat{H}(t) = \int d^3r \hat{a}^\dagger(rt)T(r)\hat{a}(rt) + \frac{1}{2}\int d^3r \int d^3r' \hat{a}^\dagger(rt)\hat{a}^\dagger(r't)V(r, r')\hat{a}(r't)\hat{a}(rt),$$

(2.5)

where $T = -\nabla^2/2m$ is the kinetic energy operator in position space. In fact, the time independence of the Hamiltonian, $\hat{H}(t) = \hat{H}$, allows for the following integration of the von Neumann equation:

$$\hat{X}(t) = e^{i\hat{H}t} \hat{X}(0)e^{-i\hat{H}t}.$$  

(2.6)

This solution provides the operator $\hat{X}$ at any time $t$ in terms of an initial condition, $\hat{X}(0)$. Let us also note that the Hamiltonian does not change the number of particles $\hat{N}(t)$, $[\hat{H}(t), \hat{N}(t)] = 0$, and thus $\hat{N}$ is also a time independent operator.
Up to this point only the microscopic properties of a quantum many-body system have been considered. Quantum statistical mechanics is the bridge that links the macroscopic thermodynamical observables of a system with its fundamental microscopic properties. In the grand-canonical ensemble, the thermodynamical state of the system is described by the chemical potential $\mu$ and the inverse temperature $\beta = 1/T$. Here and in the following the Boltzmann constant will be taken equal to unity, $k_B = 1$. The partition function $Z$ is then defined as the sum over all possible energy and particle number eigenstates of the system (weighted with the corresponding Boltzmann factor):

$$Z = \sum_n e^{-\beta(E_n - \mu N_n)}, \quad (2.7)$$

where $E_n$ and $N_n$ denote the energy and number of particles eigenstates of the many-body system. If one introduces the full many-body states $|n\rangle$, which are exact normalized eigenvectors of the system with energies $E_n$:

$$\hat{H}|n\rangle = E_n|n\rangle, \quad (2.8)$$

and number of particles $N_n$:

$$\hat{N}|n\rangle = N_n|n\rangle, \quad (2.9)$$

the partition function can be rewritten in the following compact form:

$$Z = \sum_n \langle n| e^{-\beta(\hat{H} - \mu \hat{N})}|n\rangle = \text{Tr} e^{-\beta(\hat{H} - \mu \hat{N})}, \quad (2.10)$$

where the trace has to be taken as a sum over all the energy and particle number eigenstates of the system. Note that these are eigenvalues and eigenvectors of the Hamiltonian and the number of particles operators and, formally, they have to be computed at zero temperature. From the partition function, one can compute the thermodynamical grand-potential $\Omega$ by means of the relation:

$$\Omega(\mu, T) = -T \ln Z. \quad (2.11)$$

In quantum statistical mechanics, the expected value of any operator $\hat{X}$ is computed by using the grand-canonical average:

$$\langle \hat{X} \rangle = \sum_n \frac{\langle n| e^{-\beta(\hat{H} - \mu \hat{N})}|n\rangle \langle n| \hat{X}|n\rangle}{\sum_n e^{-\beta(E_n - \mu N_n)}} = \frac{\text{Tr} \left\{ e^{-\beta(\hat{H} - \mu \hat{N})} \hat{X} \right\}}{\text{Tr} \left\{ e^{-\beta(\hat{H} - \mu \hat{N})} \right\}}. \quad (2.12)$$

This expression can be further simplified if one introduces the finite-temperature density matrix operator,

$$\hat{\rho} = \frac{1}{Z} e^{-\beta(\hat{H} - \mu \hat{N})}, \quad (2.13)$$
and one finds:

$$\langle \hat{X} \rangle = \text{Tr} \left\{ \hat{\rho} \hat{X} \right\}.$$  \hfill (2.14)

This equation relates the microscopic properties of the operator $\hat{X}$ with its mean value in an statistical ensemble. If the operator is an observable, the physical quantity that one might be able to measure would be equal to the left-hand side value, $\langle \hat{X} \rangle$. The thermal average is thus a major source of information in the study of quantum systems at finite temperature.

### 2.2 Green’s functions at finite temperature

#### 2.2.1 Definitions

The one-body propagator (or Green’s function) will be the main tool in our discussion of the properties of many-body systems. This function is of capital importance in quantum systems since one can easily prove that, once it is known, all the one-body (and even some two-body) properties of the system can be computed (see Section 2.2.5 [Pet71]). Hence, in the Green’s function approach to the many-body problem, one aims at computing the propagator which, in the grand-canonical ensemble, is defined by the following statistical average of creation and annihilation operators:

$$iG(r_t, r_{t'}) = \text{Tr} \left\{ \hat{\rho} T \left[ \hat{a}(r_t)\hat{a}^\dagger(r_{t'}) \right] \right\},$$  \hfill (2.15)

where $T$ is the usual Wick time-ordering operator that arranges the operators in a chronological order so that the earliest times appear in the right side. In addition, this operator yields a factor +1 (−1) depending on whether the chronological product is an even (odd) permutation of the original one. Writing explicitly the two possibilities, one finds:

$${\mathcal T} \left[ \hat{a}(r_t)\hat{a}^\dagger(r_{t'}) \right] = \begin{cases} \hat{a}(r_t)\hat{a}^\dagger(r_{t'}), & t > t' \\ -\hat{a}^\dagger(r_{t'})\hat{a}(r_t), & t' > t. \end{cases}$$  \hfill (2.16)

The one-body propagator, Eq. (2.15), describes the in-medium propagation of “disturbances” in which one particle is added or removed from the many-body system at thermal equilibrium. When $t > t'$, for instance, an excitation is produced in the system by creating a particle at the position $r'$ at time $t'$, that subsequently propagates until the time $t$, when it is destroyed at $r$ leaving the system in its original equilibrium state. In the inverse situation, when $t < t'$, the disturbance is produced by the destruction of a particle at position $r$ and it does not end up until
time $t'$, where a particle is created at $r'$. One can define the so-called correlation functions:

$$iG^>(r_t, r'_{t'}) = \text{Tr} \left\{ \hat{\rho} \hat{a}(r_t) \hat{a}^\dagger (r'_{t'}) \right\}$$  \hspace{1cm} (2.17)$$

$$iG^<(r_t, r'_{t'}) = -\text{Tr} \left\{ \hat{\rho} \hat{a}^\dagger (r'_{t'}) \hat{a}(r_t) \right\} ,$$  \hspace{1cm} (2.18)

which, for each of the two time domains, reduce to the single-particle propagator. Actually, the notation $>$ and $<$ should be taken as a reminder that, for times $t > t'$, the correlation function $G^>$ equals the propagator $G$, while for $t < t'$, $G = G^<$. Note, however, that the correlation functions are not limited by any time ordering and thus span to the entire time domain.

In addition to the single-particle Green’s functions, it is also customary to define the retarded propagator:

$$iG^R(r_t, r'_{t'}) = \Theta(t - t')\text{Tr} \left\{ \hat{\rho} \left\{ \hat{a}(r_t), \hat{a}^\dagger (r'_{t'}) \right\} \right\} ,$$  \hspace{1cm} (2.19)

which can be rewritten in terms of the correlation functions:

$$G^R(r_t, r'_{t'}) = \Theta(t - t') \left[ G^>(r_t, r'_{t'}) - G^<(r_t, r'_{t'}) \right] .$$  \hspace{1cm} (2.20)

In physical terms, the retarded Green’s function describes the propagation of a perturbation (caused either by the creation or the destruction of a particle) forward in time. It is thus associated to the causal propagation of events in the system.

Consider an infinite system of fermions, such as nuclear matter. It will be invariant under translations and rotations in space. In addition, if the system is in equilibrium, it will be invariant under time translations. As a consequence, the propagator can only depend on the relative distances in space and time:

$$G(r_t, r'_{t'}) = G(x = |r - r'|, \tau = t - t') .$$  \hspace{1cm} (2.21)

This translational invariance for both space and time can be suitably treated in the momentum-frequency space by means of a Fourier transform. As a first step, one can transform the space dependence of the propagator:

$$G(k, \tau) = \int d^3x e^{-ik \cdot x} G(x, \tau) .$$  \hspace{1cm} (2.22)

The inverse Fourier transform (which goes from the momentum-space Green’s function to the real space one) is then defined as:

$$G(x, \tau) = \int \frac{d^3k}{(2\pi)^3} e^{ik \cdot x} G(k, \tau) .$$  \hspace{1cm} (2.23)

To take profit of the time invariance of the system, one should also Fourier transform the relative time variable to energy space. In the following, however, it will be more convenient to consider an extension of the time variable to the complex plane in order to treat the problem at finite temperatures. This allows for the extraction of some fundamental properties of the Green’s function for a system in thermal equilibrium.
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2.2.2 Imaginary time formalism

The reader might already have noticed the strong resemblance between the time evolution operator $e^{-i\hat{H}t}$ of Eq. (2.6) and the statistical weighting factor $e^{-\beta\hat{H}}$ of Eq. (2.10). In fact, this resemblance can be exploited to obtain useful relations for the Green’s function of a system in thermal equilibrium. As it has already been pointed out, the time evolution of any operator is given by Eq. (2.6). More specifically, the time evolution of a creation (or annihilation) operator in the Heisenberg picture is given by:

$$\hat{a}(r,t) = e^{i\hat{H}t}\hat{a}(r_0)e^{-i\hat{H}t}.$$  

(2.24)

Suppose now that $t$ is a complex argument. In principle, one can safely use the previous equation to define a complex time evolution for $\hat{a}(r,t)$. Besides, one can write the following expression for the correlation function $G^<$:

$$G^<(r,t; r',t') = -\frac{1}{i} Tr\left\{e^{-\beta(\hat{H}-\mu\hat{N})}\hat{a}\dagger(r')e^{-i\hat{H}t'}\hat{a}(r_0)e^{-i\hat{H}t}\right\},$$  

(2.25)

and use the cyclic invariance of the trace, as well as the fact that $\hat{H}$ and $\hat{N}$ commute, to rewrite the numerator of the previous expression in the following form:

$$Tr\left\{e^{-\beta(\hat{H}-\mu\hat{N})}\left[e^{\beta(\hat{H}-\mu\hat{N})}\hat{a}\dagger(r)\hat{a}(r_0)e^{-\beta(\hat{H}-\mu\hat{N})}\right]\right\}.$$  

(2.26)

For real $\tau$’s, one assumes that this trace converges thanks to the presence of the statistical weighting factor $e^{-\beta(\hat{H}-\mu\hat{N})}$. Provided that this holds for real values of $\tau$, the previous definitions for the correlation functions can be generalized to complex relative times. Yet, from Eq. (2.26) one can see that the trace only converges for complex $\tau$’s in the interval $0 < \text{Im} \tau < \beta$. Similarly, one can show that for $G^>$ the trace only converges in the region $-\beta < \text{Im} \tau < 0$. These two regions of convergence are shown in Fig. 2.1. In addition, from the previous considerations it is easy to prove that the two correlation functions are analytic and bound in their respective open regions of convergence of the complex relative time variable.

Consider now the $G^<$ correlation function at $t = 0$:

$$G^<(r, t = 0; r', t') = -\frac{1}{i} Tr\left\{e^{-\beta(\hat{H}-\mu\hat{N})}\hat{a}\dagger(r')\hat{a}(r_0)\right\},$$  

(2.27)

and use again the cyclic invariance of the trace to get:

$$G^<(r, 0; r', t') = -\frac{1}{i} Tr\left\{e^{-\beta(\hat{H}-\mu\hat{N})}\left[e^{\beta(\hat{H}-\mu\hat{N})}\hat{a}\dagger(r)\hat{a}(r_0)e^{-\beta(\hat{H}-\mu\hat{N})}\right]\right\}. $$  

(2.28)
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The sandwich of statistical operators $e^{\beta H}$ provides the time evolution of $\hat{a}(r_0)$ to a complex time $t = -i\beta$. In addition, using the relation $\hat{a}(rt)e^{\beta\mu N} = e^{\beta\mu(N+1)}\hat{a}(rt)$, the following useful link between $G^<$ and $G^>$ can be established:

$$G^<(r, t = 0; r', t') = -\frac{1}{i}\frac{\text{Tr}\left\{e^{-\beta(H-\mu N)}\hat{a}(r, -i\beta)\hat{a}^\dagger(r', t')\right\}}{\text{Tr}\left\{e^{-\beta(H-\mu N)}\right\}} = -e^{\beta\mu}G^>(r, t = -i\beta; r', t').$$

(2.29)

This is the so-called Kubo-Martin-Schwinger (KMS) relation. It relates one correlation function at one boundary of its convergence region ($t = 0$) with the opposite correlation function in the corresponding opposite boundary ($t = -i\beta$) in complex times. It is interesting to point out that this is a very general property of the Green’s function for any system in thermal equilibrium [Kad62].

As a consequence of the introduction of the complex time evolution of operators, the KMS relation, which links the correlation functions at different complex times, has been obtained. Yet, one would like to know whether a similar relation exists for the propagator. To this end, a certain time ordering in the complex time plane should be defined to link the propagator in a complex time with a certain correlation function. For real times, for instance, this relation is given by Eq. (2.16). In the complex time plane, a natural prescription is to take $G$ equal to $G^>$ in the lower half plane of relative complex times (where this function converges,
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see Fig. 2.1). The complex time ordering is therefore implemented as follows:

\[
\mathcal{G}(r, t; r', t') = \begin{cases} 
\mathcal{G}^>(r, t; r', t'), & \text{for } -\beta < \text{Im } \tau < 0 \\
& \text{or Re } \tau > 0 \text{ for Im } \tau = 0 \\
\mathcal{G}^<(r, t; r', t'), & \text{for } 0 < \text{Im } \tau < \beta \\
& \text{or Re } \tau < 0 \text{ for Im } \tau = 0.
\end{cases}
\]  
(2.30)

This is a quite general choice that allows one to relate the one-body propagator \( \mathcal{G} \) with the correlation functions \( \mathcal{G}^< \) and \( \mathcal{G}^> \) both in real and complex times.

In practice, however, only two concrete regions of the complex time plane will be of major interest: namely, the real axis (corresponding to physical times) and the imaginary axis (corresponding to what will be called imaginary times). The time ordering for physical times is clear, and the ordering for imaginary times arises naturally in accordance with Eq. (2.30): one defines \( t \) earlier than \( t' \) if \( \text{Im } t > \text{Im } t' \).

In other words, the further down the imaginary axis, the later an imaginary time is. In order to ensure that the correlation functions stay within the region where they are convergent, \(-\beta < \text{Im } \tau < \beta\), one can restrict the two imaginary time variables \( t \) and \( t' \) to the interval:

\[-\beta < \text{Im } t < 0.\]  
(2.31)

Note that this can also be written as \( 0 < \text{it} < \beta \). The KMS relation guarantees that one does not loose any information by constraining the imaginary times to this interval. Yet, thanks to this constraint, the earliest time will always be \( t = 0 \) and the latest one \( t = -i\beta \). This provides a useful link between the single-particle propagator and the correlation functions. For \( t = 0 \), for instance, the Green’s function equals \( \mathcal{G}^< \):

\[
\mathcal{G}(r, t = 0; r', t') = \mathcal{G}^<(r, 0; r', t'),
\]  
(2.32)

while for the largest time, \( t = -i\beta \), it is equal to \( \mathcal{G}^> \):

\[
\mathcal{G}(r, t = -i\beta; r', t') = \mathcal{G}^>(r, t = -i\beta; r', t').
\]  
(2.33)

Now, applying the KMS relation, it is clear that the one-body propagator fulfills the following KMS equality:

\[
\mathcal{G}(r, 0; r', t') = -e^{\beta \mu} \mathcal{G}(r, -i\beta; r', t'),
\]  
(2.34)

which connects the Green’s functions at a boundary (say \( t = 0 \)) with its value at the other imaginary time boundary (\( t = -i\beta \)).

The usefulness of this relation can be clearly seen if one considers the Fourier coefficients of Eq. (2.22). The KMS relation, rewritten for relative times, states that:

\[
\mathcal{G}(k, \tau) = -e^{\beta \mu} \mathcal{G}(k, \tau - i\beta),
\]  
(2.35)
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which is a quasi-periodicity condition for the propagator in the imaginary time variable. This suggests a discrete Fourier representation of the type:

\[ G(k, \tau) = \frac{1}{-i\beta} \sum_\nu e^{-iz_\nu \tau} G(k, z_\nu), \]  

(2.36)

where \( z_\nu = \frac{\nu \pi}{\beta} + \mu \) are the so-called Matsubara frequencies. The \( \nu \) indices in the previous expression have to be odd for the quasi-periodicity condition of Eq. (2.35) to hold with the minus sign in front of the exponential. The Fourier coefficients corresponding to the Fourier representation can be obtained from the inverse transform:

\[ G(k, z_\nu) = \int_0^{-i\beta} d\tau e^{iz_\nu \tau} G(k, \tau). \]  

(2.37)

Note that the coefficients \( G(k, z_\nu) \) are evaluated at a set of infinite frequencies in the complex plane. Still, the physical propagator should be evaluated for real frequencies (corresponding to real times). Further on, the analytical continuation of \( \tilde{G} \) from this set of complex values to the region close to the real axis will be discussed.

2.2.3 Lehmann representation

Before exploiting the properties of the propagator in the complex time and frequency domain, it is useful to understand the properties of the Green’s function in physical times and frequencies. Among these, the Lehmann representation and the spectral decomposition are of capital importance. They allow for a physical interpretation of the correlation functions and they are a useful tool in the understanding of the analytical properties of the Green’s functions.

Let us go back to the equations that define the \( \tilde{G}^< \) and the \( \tilde{G}^> \) correlation functions, Eq. (2.17) and Eq. (2.18). Consider the time evolution of Eq. (2.6) and introduce a complete set of eigenstates:

\[ 1 = \sum_n |n\rangle \langle n| \]  

(2.38)

to obtain the following expressions:

\[ \tilde{G}^>(r, r') = \frac{1}{i} \sum_{n,m} \frac{e^{-\beta(E_n - \mu N_n)}}{Z} \langle n| \hat{a}(r) |m\rangle \langle m| \hat{a}^\dagger(r') |n\rangle e^{i(E_n - E_m)(t-t')} , \]  

(2.39)

and

\[ \tilde{G}^<(r, r') = -\frac{1}{i} \sum_{n,m} \frac{e^{-\beta(E_n - \mu N_n)}}{Z} \langle n| \hat{a}^\dagger(r') |m\rangle \langle m| \hat{a}(r) |n\rangle e^{i(E_n - E_m)(t-t')} . \]  

(2.40)

\[ ^1 \text{For bosons, this condition does not present a minus sign and the \( \nu \) indices are even.} \]
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Now take the Fourier transforms of the relative space and time variables for the previous expressions:

\[ G^>(k,\omega) = i \int d^3x \int_{-\infty}^{\infty} d\tau e^{-ikx+i\omega\tau} G^>(x = r - r', \tau = t - t') , \quad (2.41) \]

\[ G^<(k,\omega) = -i \int d^3x \int_{-\infty}^{\infty} d\tau e^{-ikx+i\omega\tau} G^<(x = r - r', \tau = t - t') . \quad (2.42) \]

The \( i \) factors have been conveniently chosen so that both \( G^> \) and \( G^< \) become real and positive functions. In order to obtain a sensible result, one shall in addition consider the relation between real- and momentum-space creation and destruction operators:

\[ \hat{a}^\dagger(r_0) = \int \frac{d^3k}{(2\pi)^3} e^{-ikr} \hat{a}^\dagger_k \quad \text{and} \quad \hat{a}(r_0) = \int \frac{d^3k}{(2\pi)^3} e^{ikr} \hat{a}_k . \quad (2.43) \]

Plugging these into the previous equations and taking into account that both correlation functions are diagonal in momentum (i.e. they depend on a single \( k \)), one finds the following Fourier transform of the correlation functions:

\[ G^>(k,\omega) = 2\pi \sum_{n,m} \frac{e^{-\beta(E_n - \mu N_n)}}{Z} |\langle m|\hat{a}_k^\dagger|n\rangle|^2 \delta[\omega - (E_m - E_n)] \quad (2.44) \]

and

\[ G^<(k,\omega) = 2\pi \sum_{n,m} \frac{e^{-\beta(E_n - \mu N_n)}}{Z} |\langle m|\hat{a}_k|n\rangle|^2 \delta[\omega - (E_m - E_n)] . \quad (2.45) \]

These equations correspond to the Lehmann representation of the correlation functions. A major advantage of this representation is that it can be restated in terms of physical probabilities. Take a closer look at Eq. (2.44), for instance. It includes the square of an amplitude, \( \langle m|\hat{a}_k^\dagger|n\rangle \), which gives the probability of adding a particle with momentum \( k \) to an initial thermal state \( n \) and bringing it to a final state \( m \). The delta function for the energies ensures that this process only includes a real transition from an initial energy eigenstate \( E_n \) to a final eigenstate \( E_m \). Furthermore, one sums over all the possible \( n \) and \( m \) states. Since the initial state belongs to the thermal bath, one should weight it with the corresponding \( e^{-\beta(E_n - \mu N_n)} \) factor. The sum over final \( m \) states is an average over the possible final configurations. All in all, \( G^>(k,\omega)d\omega/2\pi \) is a real and positive quantity that gives the probability of exciting the system with an energy between \( \omega \) and \( \omega + d\omega \) when a particle of momentum \( k \) is added to the thermal average. Conversely, \( G^<(k,\omega)d\omega/2\pi \) is the probability of exciting the system with an energy between \( \omega \) and \( \omega + d\omega \) when a particle of momentum \( k \) is removed from its thermal average.
Consider now the quantity that arises from summing up both correlation functions:

\[ A(k, \omega) = G^>(k, \omega) + G^<(k, \omega). \]  

(2.46)

This is the so-called single-particle spectral function. Using the Lehmann representation for \( G^> \) and \( G^< \), Eqs. (2.44) and (2.45), the Lehmann representation of the spectral function is found:

\[ A(k, \omega) = 2\pi \sum_{n,m} \frac{e^{-\beta(E_n - \mu_{Nn})} + e^{-\beta(E_m - \mu_{Nm})}}{Z} |\langle m|\hat{a}_k^\dagger|n \rangle|^2 \delta[\omega - (E_m - E_n)]. \]  

(2.47)

From the positive character of all the quantities inside the previous expression, it becomes clear that the spectral function is a positive definite function, \( A(k, \omega) \geq 0 \).

In physical terms, the spectral function can be regarded as the probability of adding or removing a particle with momentum \( k \) with a change in excitation energy between \( \omega \) and \( \omega + d\omega \).

An important property of the spectral function is the fulfillment of the sum rule:

\[ \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k, \omega) = 1, \]  

(2.48)

which is intimately related to the Pauli principle, as can be seen from the derivation:

\[ \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k, \omega) = \sum_{n,m} \frac{e^{-\beta(E_n - \mu_{Nn})}}{Z} \langle n|\hat{a}_k^\dagger|m \rangle \langle m|\hat{a}_k|n \rangle \]

\[ + \sum_{n,m} \frac{e^{-\beta(E_m - \mu_{Nm})}}{Z} \langle n|\hat{a}_k|m \rangle \langle m|\hat{a}_k^\dagger|n \rangle = \langle \hat{a}_k^\dagger \hat{a}_k + \hat{a}_k \hat{a}_k^\dagger \rangle = 1. \]  

(2.49)

This property can also be understood in terms of probabilities and, in a way, the sum rule sets the normalization of the probability to unity. In other words, the sum rule guarantees that the probability of adding or removing a particle with a given momentum at any accessible energy equals unity.

It is instructive to compare the previous finite temperature definitions with their zero temperature counterparts. Consider, for instance, the hole spectral function at \( T = 0 \):

\[ G^h(k, \omega) = 2\pi \sum_m |\langle m^{A-1}|\hat{a}_k^\dagger|0^A \rangle|^2 \delta[\omega - (E_0^A - E_m^{A-1})]. \]  

(2.50)

Here, the notation \( |0^A \rangle \) is meant to denote the ground-state of an \( A \)-body system, while \( |m^{A-1} \rangle \) corresponds to the \( m^{th} \) excited eigenstate of the \((A-1)\)-body system.
Note that in the context of $T = 0$ Green’s function theory the hole spectral function is also denoted by $S^h$ or $A^h$. This hole spectral function represents the probability of removing a particle from the ground state of the $A$-body system, such that the residual system is left with an excitation energy $E_{m}^{A-1} = E_0^A - \omega$. In terms of energy, this hole spectral function is bound by above: the lowest excited state of the $A - 1$ system is obviously its ground state. Thus, if $G^h$ has to be non-zero, $\omega < E_0^A - E_{0}^{A-1} = \mu$. The particle spectral function is defined in similar terms, and it gives the probability of adding one particle on top of the $A$-body ground state. In that case, one needs to consider the excited states of the $A + 1$ system. A similar reasoning leads to the conclusion that the particle spectral function, $G^p$, is only different from zero for $\omega > \mu$. This is quite a reasonable result, since it is easy to convince oneself that the minimum amount of energy that one has to give to the system in order to create a particle is precisely the chemical potential, $\mu$. Nevertheless, at finite temperature there is not such a clean separation of both the particle and the hole contributions to the total spectral function. Since thermally excited states are always included in the correlation functions, one can in principle remove a particle from a thermally excited state and put it in a state close to the ground state of the final system. This leads to a non-vanishing contribution of $G^<$ for $\omega > \mu$, in contrast to its $T = 0$ counterpart.

### 2.2.4 Analytical continuation of the propagator

At this point, one can exploit the results of the imaginary time formalism to see that both the correlation functions and the one-body propagator can be found once the spectral function is determined. Let us start by making use of Eqs. (2.44) and (2.45). After some manipulations, one can find the KMS relation in momentum and frequency space:

$$G^<(k, \omega) = e^{-\beta(\omega-\mu)}G^>(k, \omega).$$

This is actually a detailed balance relation between the two correlation functions, and it is also a basic equation for systems in thermal equilibrium \[Kad62\]. One can now introduce the definition of the spectral function, Eq. (2.46), to express the correlation functions in terms of it:

$$G^<(k, \omega) = f(\omega)A(k, \omega)$$

and

$$G^>(k, \omega) = [1 - f(\omega)]A(k, \omega),$$

with the help of the well-known Fermi-Dirac distribution function:

$$f(\omega) = \frac{1}{e^{\beta(\omega-\mu)} + 1}.$$
Equations (2.52) and (2.53) make it possible to obtain the correlation functions once $A$ is known.

A similar procedure can be applied for the single-particle propagator. Consider its Fourier coefficients, given by Eq. (2.37). These are computed in an interval where $\text{Im} \, \tau < 0$, which thus corresponds to $G(k, \tau) = G^>(k, \tau)$. Introducing now the inverse Fourier transform for the time variable [see Eq. (2.41)]:

$$G^>(k, \tau) = -i \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega \tau} G^>(k, \omega), \quad (2.55)$$

the Green’s function becomes:

$$G(k, z_{\nu}) = -i \int_{0}^{\frac{-i\beta}{2\pi}} d\tau \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{i(z_{\nu} - \omega)\tau} [1 - f(\omega)] A(k, \omega) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{A(k, \omega)}{z_{\nu} - \omega}, \quad (2.56)$$

As it has already been mentioned, this Green’s function is computed only at a given (infinite) set of Matsubara frequencies. Yet, this is a somewhat limited region of the whole complex plane. One would like to generalize this expression to the full complex plane, in particular to the real axis, which corresponds to physical frequencies. This generalization can be dangerous and must be done with extreme care. In the first place, let us consider the following function of a continuous complex variable:

$$G(k, z) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{A(k, \omega)}{z - \omega}. \quad (2.57)$$

It is clear that, when computed at the Matsubara frequencies $z = z_{\nu}$, this function yields the same result as Eq. (2.56). In this sense, it is a good candidate to become an analytic continuation of $G(k, z_{\nu})$ to the full complex plane. Still, such a continuation is not necessarily unique. One can find other functions of complex frequencies that reproduce the values of the propagator at the Matsubara frequencies. Fortunately, the candidate of Eq. (2.57) satisfies two extra conditions which indeed fix this “uniqueness problem”. Namely, $G(k, z)$ is analytic off the real axis and goes to zero as $z$ approaches to infinity along any straight line in the upper and lower half-planes. One can actually show that, due to these two extra properties, $G(k, z)$ is the unique analytical continuation of $G(k, z_{\nu})$ and thus determines completely the single-particle propagator in the whole complex plane. The details of this proof can be found in Ref. [Bay61]. Eq. (2.57), which relates the Green’s function in the complex plane with the spectral function, is called the spectral decomposition of the single-particle propagator.

Up to here, the expressions that have been obtained relate the correlation functions and the single-particle propagator with the spectral function. One can
try to find similar relations for the retarded propagator of Eq. (2.20). Using the representation of the step function in frequency space,

\[ \Theta(\tau) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi i} e^{i\omega \tau}, \]  

one can take the Fourier transform for real times of the retarded propagator to get:

\[ G^R(k, \omega) = \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \frac{A(k, \omega')}{\omega' - \omega}, \]  

(hereafter the notation \( \omega_{\pm} = \omega \pm i\eta \) will be used). This is of course the same quantity that would be obtained by computing the single-particle propagator slightly above the real axis,

\[ G^R(k, \omega) = G(k, \omega_+). \]  

The importance of this result arises when it is carefully restated. By means of the spectral decomposition, one finds a unique Green’s function, \( G(k, z) \), which coincides both with the Matsubara propagator at the Matsubara frequencies, \( z = z_\nu \), and with the retarded propagator when it is computed slightly above the real axis, \( z = \omega + i\eta \). The knowledge of this function, which is indeed fully determined by the spectral function via Eq. (2.57), is enough for building the one-body propagators (retarded, advanced, etc.) of the system. This result will be important in the following, especially in the computation of Matsubara sums. When performing these sums (see Appendix C), one shall make the assumption that there exists a function \( G(k, z) \), analytical except for the real axis, but it can be analytically continued to a region close to the real axis, where it becomes a physical propagator.

In addition, the spectral decomposition of the retarded propagator, Eq. (2.59), is especially useful because, by means of the Plemejl identity:

\[ \frac{1}{\omega_{\pm}} = \frac{\mathcal{P}}{\omega} \mp i\pi \delta(\omega), \]  

one can easily obtain the real and imaginary parts of \( G^R \). Using the delta function one can compute the imaginary part and check that, indeed, it coincides (up to a factor) with the spectral function:

\[ A(k, \omega) = -2 \text{Im} \ G(k, \omega_+). \]  

In addition, because of the reality of everything except for \( z \) inside Eq. (2.57), the following interesting equality holds:

\[ G(k, z^*) = [G(k, z)]^*, \]  

34
which relates the complex conjugate of the Green’s function to the Green’s function with a complex conjugate argument. With the help of this result, one sees that the spectral function is related to the discontinuity of the propagator at its cut in the real axis:

\[ A(k,\omega) = i \{ G(k,\omega_+) - G(k,\omega_-) \} \] (2.64)

In addition, for future purposes, it will be useful to consider the following decomposition of the propagator. Consider a given complex energy, \( z = x + iy \). The propagator can be easily split into two terms:

\[ G(k, x + iy) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k,\omega) (x - \omega) \left( x - \omega \right)^2 + y^2, \] (2.65)

\[ \text{Re} G(k, x + iy) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k,\omega) (x - \omega), \] (2.66)

\[ \text{Im} G(k, x + iy) = -y \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k,\omega). \] (2.67)

This imaginary part is a negative (positive) quantity for \( y > 0 \) (\( y < 0 \)). This property is extremely important: it indicates that the imaginary part of the single-particle propagator never vanishes, except for the real axis. That is to say that the single-particle propagator does not have complex zeros [Lut61]. This result is relevant for the inverse propagator and implies that it cannot have complex poles.

### 2.2.5 One-body properties of a many-body system

In this subsection, it shall be shown that the knowledge of the one-body propagator is enough to compute the thermal averages of any one-body operator. Consider the second quantized version of a generic one-body operator \( \hat{F} \):

\[ \hat{F} = \sum_{ij} \langle i | f | j \rangle \hat{a}^\dagger_i \hat{a}_j = \int d^3r \sum_{ij} \phi^*_i(r) f(r) \phi_j(r) \hat{a}^\dagger_i \hat{a}_j = \int d^3r \hat{a}^\dagger(r) f(r) \hat{a}(r), \] (2.68)

where the matrix elements \( \langle i | f | j \rangle \) are given by the one-body matrix elements of two single-particle states, \( \phi_i \), on the first-quantized (local) operator \( f(r) \)

\(^2\)Sometimes (see, for instance, [Fet71]) the \( \hat{a}_i \) operators (which appear in the first equality of Eq. (2.68) and which depend only on the single-particle state \( i \) and not on any space variable) are called creation and annihilation operators, while, in contrast, the \( \hat{a} \) operators (which appear in the last equality and do not depend on the state but on the point in space) are called field operators. This nomenclature is not used in this Thesis, and the creation and destruction operators employed here have a space-time dependence and no state indices.
2.2. Green’s functions at finite temperature

Thermal average of $\hat{F}$ is given by Eq. (2.14):

$$\langle \hat{F} \rangle = \text{Tr} \left\{ \hat{\rho} \hat{F} \right\} = \int d^3r \lim_{r' \to r} f(r) \text{Tr} \left\{ \hat{\rho} \hat{a}^\dagger(r) \hat{a}(r') \right\}$$

$$= -i \int d^3r \lim_{r' \to r, t' \to t^+} f(r) G(rt, rt') . \quad (2.69)$$

Note that in this expression the operator $f$ must operate on the Green’s function before taking the limit $r' \to r$. Note also that the limit $t' \to t^+$ is taken to guarantee that the ordering of the operators in the Green’s function is the same as in the definition of the operator, Eq. (2.68). Finally, let us also mention that, if any other quantum number such as spin was present, a trace over this quantum number should be taken in order to ensure that the thermal average is a scalar.

A one-body quantity of special interest is the momentum distribution, i.e. the number of fermions in a momentum state $k$:

$$n(k) = \langle \hat{a}^\dagger_k \hat{a}_k \rangle = \frac{1}{Z} \text{Tr} \left\{ e^{-\beta(\hat{H} - \mu \hat{N})} \hat{a}^\dagger_k \hat{a}_k \right\} . \quad (2.70)$$

One can derive a useful expression for this quantity without using the techniques described above. Instead, let us rewrite its definition in the following way:

$$n(k) = \sum_{n,m} \frac{e^{-\beta(E_m - \mu N_m)}}{Z} |\langle m | \hat{a}^\dagger_k | n \rangle|^2 . \quad (2.71)$$

The terms inside the previous sum are very close to those in the spectral function of Eq. (2.47):

$$(2\pi) \left( e^{-\beta(E_n - \mu N_n)} + e^{-\beta(E_m - \mu N_m)} \right) \delta(\omega + E_n - E_m) =$$

$$(2\pi) e^{-\beta(E_m - \mu N_m)} \left( 1 + e^{\beta(\omega - \mu)} \right) \delta(\omega + E_n - E_m) .$$

The momentum distribution is thus given by the integral:

$$n(k) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k, \omega) f(\omega) , \quad (2.72)$$

which is a very reasonable expression. The number of fermions in a momentum state $k$ is given by the sum over all energies of the spectral function (the probability of finding a fermion of momentum $k$ in a state of given energy) times the thermal occupation of each energy state, $f(\omega)$.

2.2.6 Two-body propagator

The single-particle propagator describes the excitations of a one-body nature inside the system. Yet, a many-body system presents excitations that affect simultaneously more particles of the system, the so-called collective excitations. Of a capital
importance are the two-body excitations because, as it shall be shown soon, they are unavoidably coupled to the one-body excitations. As a matter of fact, a complete description of the system at the one-body level goes necessarily through a treatment of the two-body correlations. It is thus useful to define the two-particle propagator:

\[ i^2 G_{II}(r_1 t_1, r_2 t_2; r'_1 t'_1, r'_2 t'_2) = \langle T \left[ \hat{a}(r_1 t_1) \hat{a}(r_2 t_2) \hat{a}^\dagger(r'_2 t'_2) \hat{a}^\dagger(r'_1 t'_1) \right] \rangle, \]  

(2.73)

which describes excitations produced by the creation or destruction of two particles. For instance, when \( t_1 > t'_1 \) and \( t_2 > t'_2 \), the two-body Green’s function is related to the propagation of two particles and their subsequent annihilation at latter times. In analogy to the one-body case, one can define \( 4! = 24 \) different correlation functions, according to the different time orderings of the four times, \( t_1, \ldots, t_2 \). Furthermore, one can define the \( N \)-body propagator:

\[ i^N G_N(r_1 t_1, \ldots, r_N t_N; r'_1 t'_1, \ldots, r'_N t'_N) = \langle T \left[ \hat{a}(r_1 t_1) \ldots \hat{a}(r_N t_N) \hat{a}^\dagger(r'_N t'_N) \ldots \hat{a}^\dagger(r'_1 t'_1) \right] \rangle, \]  

(2.74)

related to the excitations produced by the creation and destruction of \( N \) particles of the system. These are usually complicated quantities (at least much more difficult to treat than the single-particle propagator), for they involve several (in general, \( (2N)! \)) time orderings which make their analysis quite difficult.

Still, at the two-body level one can try to handle the Green’s function with some chances of success. In the first place, let us notice that the two-body propagator fulfills a KMS condition. The equality holds for any of the \( t_j \) time variables and reads:

\[ G_{II} \big|_{t_j = 0} = -e^{\beta \mu} G_{II} \big|_{t_j = -i\beta} . \]  

(2.75)

In analogy to the single-particle propagator, one can profit from the quasi-periodicity in the time variables to expand the two-body propagator in a Fourier series. Taking profit of the homogeneity in time, one can write (the space variables are omitted for brevity):

\[ G_{II}(t_1, t_2; t_3, t_4) = \frac{1}{(-i\beta)^3} \sum_{\nu_1, \nu_2, \nu_3} G_{II}(z_{\nu_1}, z_{\nu_2}, z_{\nu_3}) e^{-iz_{\nu_1}(t_1-t_4)} e^{-iz_{\nu_2}(t_2-t_4)} e^{-iz_{\nu_3}(t_3-t_4)}, \]  

(2.76)

where \( z_{\nu_i} \) are three odd Matsubara frequencies associated to the three possible time differences. Fortunately, in some cases this expressions can be simplified. Imagine, for instance, that two of the time arguments were identical. The two-body Green’s function could then be obtained from only two frequencies:

\[ G_{II}(t_1 = t, t_2 = t; t_3, t_4) = \frac{1}{(-i\beta)^2} \sum_{\nu_1, \nu_3} G_{II}(Z_{\nu_1}, z_{\nu_3}) e^{-iZ_{\nu_1}(t-t_4)} e^{-iz_{\nu_3}(t_3-t_4)}, \]  

(2.77)
where the two-frequency function $\mathcal{G}_{II}(Z_{\nu_{12}}, z_{\nu_3})$ would then be related to the three-frequency one by the summation:

$$
\mathcal{G}_{II}(Z_{\nu_{12}}, z_{\nu_3}) = \frac{1}{-i\beta} \sum_{\nu_2} \mathcal{G}_{II}(Z_{\nu_{12}} - z_{\nu_2}, z_{\nu_2}, z_{\nu_3}).
$$

(2.78)

The Matsubara frequency $Z_{\nu_{12}}$ is of a bosonic nature, since the index $\nu_{12}$ is even. This comes from the summation of two odd integers, $\nu_1$ and $\nu_2$:

$$
Z_{\nu_{12}} = z_{\nu_1} + z_{\nu_2} = \frac{\pi}{-i\beta}(\nu_1 + \nu_2) + \mu_1 + \mu_2.
$$

(2.79)

Moreover, this results is physically intuitive. The two-body Green’s function describes the propagation of a pair of fermions. Whenever one does not resolve this couple of fermions, they will behave as a single boson and thus it is logical that $\mathcal{G}_{II}$ behaves somehow as a bosonic propagator. Following the previous steps, the two-body Green’s function of two independent times can be obtained by taking $t_3 = t_4 = t'$. A single Matsubara frequency is then needed:

$$
\mathcal{G}_{II}(t_1 = t, t_2 = t; t_3 = t', t_4 = t') = \frac{1}{-i\beta} \sum_{\nu_{12}} \mathcal{G}_{II}(Z_{\nu_{12}}) e^{-iZ_{\nu_{12}}(t-t')},
$$

(2.80)

and once again the one-frequency coefficient $\mathcal{G}_{II}(Z_{\nu_{12}})$ is related to the two-frequency one by the sum:

$$
\mathcal{G}_{II}(Z_{\nu_{12}}) = \frac{1}{-i\beta} \sum_{\nu_3} \mathcal{G}_{II}(Z_{\nu_{12}}, z_{\nu_3}).
$$

(2.81)

Note that $Z_{\nu_{12}}$ keeps its bosonic nature. Indeed, $\mathcal{G}(Z_{\nu_{12}})$ describes the “simultaneous” propagation of two particles in an interacting many-body system and thus can be used to determine the two-body properties of the system.

The two-time two-body Green’s function can be decomposed in terms of two correlation functions:

$$
\mathcal{G}_{II}(t_1 = t, t_2 = t; t_3 = t', t_4 = t') = \Theta(t-t')\mathcal{G}_{II}^>(t-t') + \Theta(t'-t)\mathcal{G}_{II}^<(t-t'),
$$

(2.82)

given by:

$$
\dot{i}^2 \mathcal{G}_{II}^>(t-t') = \langle \dot{a}({\bf r}_1 t)\dot{a}({\bf r}_2 t)\dot{a}^\dagger({\bf r}_1' t')\dot{a}^\dagger({\bf r}_2' t') \rangle,
$$

(2.83)

$$
\dot{i}^2 \mathcal{G}_{II}^<(t-t') = \langle \dot{a}^\dagger({\bf r}_1' t')\dot{a}^\dagger({\bf r}_2' t')\dot{a}({\bf r}_2 t)\dot{a}({\bf r}_1 t) \rangle.
$$

(2.84)

The Lehmann representation of these two expressions is obtained by following the
same steps described above for the one-particle Green’s function and yields:

$$G_{II}^{>}(t - t') = - \sum_{n,m} \frac{e^{-\beta(E_n - \mu N_n)}}{Z} \langle n | \hat{a}(r_1) \hat{a}(r_2) | m \rangle \langle m | \hat{a}^\dagger(r_2') \hat{a}^\dagger(r_1') | n \rangle e^{i(E_n - E_m)(t - t')} ,$$

(2.85)

$$G_{II}^{<}(t - t') = - \sum_{n,m} \frac{e^{-\beta(E_n - \mu N_n)}}{Z} \langle n | \hat{a}^\dagger(r_2') \hat{a}^\dagger(r_1') | m \rangle \langle m | \hat{a}(r_1) \hat{a}(r_2) | n \rangle e^{-i(E_n - E_m)(t - t')} .$$

(2.86)

A Fourier transform of the relative time variable yields the frequency space correlation functions, which can be seen to fulfill the following detailed balance relation:

$$G_{II}^{>}(\Omega) = e^{\beta(\Omega - 2\mu)} G_{II}^{<}(\Omega) .$$

(2.87)

A two-body spectral function can then be defined in a similar way as it was done for the one-particle case. In this case, however, it is given by a difference of correlation functions:

$$\mathcal{A}_{II}(\Omega) = G_{II}^{>}(\Omega) - G_{II}^{<}(\Omega) ,$$

(2.88)

and therefore the following expressions hold:

$$G_{II}^{>}(\Omega) = b(\Omega) \mathcal{A}_{II}(\Omega) ,$$

(2.89)

$$G_{II}^{<}(\Omega) = [1 + b(\Omega)] \mathcal{A}_{II}(\Omega) ,$$

(2.90)

where the Bose-Einstein distribution function:

$$b(\Omega) = \frac{1}{e^{\beta(\Omega - 2\mu)} - 1} ,$$

(2.91)

has been introduced. Note that in this expression there is a factor of 2 in front of the chemical potential, in agreement with the fact that $G_{II}$ describes the propagation of a pair of fermions. This decomposition will be of great help in the treatment of the ladder approximation, where an approximation for $G_{II}$ which fulfills these analytical properties is carried out.

### 2.2.7 Equation of motion for the propagator

The time evolution of any operator is dictated in quantum mechanics by Von Neumann’s equation, Eq. (2,4). The creation and annihilation operators are not an exception. Taking into account the value of the following commutators:

$$[\hat{a}(rt), \hat{H}] = - \frac{\nabla^2}{2m} \hat{a}(rt) + \int d^3r' V(|r - r'|) \hat{a}^\dagger(r't) \hat{a}(r't) \hat{a}(rt)$$

(2.92)

$$[\hat{a}^\dagger(rt), \hat{H}] = \frac{\nabla^2}{2m} \hat{a}^\dagger(rt) - \hat{a}^\dagger(rt) \int d^3r' V(|r - r'|) \hat{a}^\dagger(r't) \hat{a}(r't) ,$$

(2.93)
it is easy to write down the equations of motion for the creation and destruction operators:

\[
\begin{align*}
\left\{ i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} \hat{a}(r t) &= \int d^3r' V(|r - r'|) \hat{a}(r't) \hat{a}(r t) & (2.94) \\
\left\{ -i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} \hat{a}^\dagger(r t) &= \hat{a}^\dagger(r t) \int d^3r' V(|r - r'|) \hat{a}(r't) \hat{a}(r t) . & (2.95)
\end{align*}
\]

These equations are important because they form the starting point for the computation of the equation of motion for the physical propagators of the system. Consider the following expression for the one-body propagator:

\[
i \mathcal{G}(r_1 t_1, r'_1 t'_1) = \Theta(t_1 - t'_1) \left\langle \hat{a}(r_1 t_1) \hat{a}^\dagger(r'_1 t'_1) \right\rangle - \Theta(t'_1 - t_1) \left\langle \hat{a}^\dagger(r'_1 t'_1) \hat{a}(r_1 t_1) \right\rangle , & (2.96)
\]

and take a time derivative to get:

\[
i \frac{\partial}{\partial t_1} \mathcal{G}(r_1 t_1, r'_1 t'_1) = \delta(t_1 - t'_1) \delta(r_1 - r'_1) + \left\langle \mathcal{T} \left[ \frac{\partial}{\partial t_1} \hat{a}(r_1 t_1) \hat{a}^\dagger(r'_1 t'_1) \right] \right\rangle . & (2.97)
\]

Using the equation of motion for the destruction operator, Eq. (2.94), and the definition of the two-body propagator, Eq. (2.73), one obtains the equation of motion for the one-particle propagator:

\[
\begin{align*}
\left\{ i \frac{\partial}{\partial t_1} + \frac{\nabla^2_1}{2m} \right\} \mathcal{G}(r_1 t_1, r'_1 t'_1) &= \delta(t_1 - t'_1) \delta(r_1 - r'_1) \\
&- i \int d^3r_1 V(|r_1 - r_1|) \mathcal{G}_{II}(r_1 t_1, r_1 t_1; r'_1 t'_1, r'_1 t'_1) . & (2.98)
\end{align*}
\]

Introducing the notation, \( r_1 t_1 \rightarrow 1 \) and \( V(|r_1 - r_2|) \delta(t_1 - t_2) \rightarrow V(1 - 2) \), the previous expression can be rewritten in an easier form:

\[
\begin{align*}
\left\{ i \frac{\partial}{\partial t_1} + \frac{\nabla^2_1}{2m} \right\} \mathcal{G}(1, 1') &= \delta(1 - 1') - i \int d\bar{1} V(1 - \bar{1}) \mathcal{G}_{II}(1 \bar{1}; 1' \bar{1}'^+) . & (2.99)
\end{align*}
\]

The one-particle propagator fulfills another similar equation of motion for the primed variables which can be obtained in the same fashion. Note also that the zero temperature one-body propagator fulfills the same equations of motion. Anyway, what becomes clear from inspecting Eq. (2.98) is that, to solve the equation exactly, one should previously know the two-body propagator, \( \mathcal{G}_{II} \). Using the same techniques sketched above, one can obtain an equation of motion for \( \mathcal{G}_{II} \) which can be seen to depend on both the one- and the three-body propagator. Indeed, this represents a general result: the equation of motion of the \( N \)-body Green’s
function is coupled to the $N - 1$ and to the $N + 1$ propagators [Mar59]:

$$
\left\{ i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} G_N(1 \cdots N; 1' \cdots N') = 
\sum_{l=1}^{N} (-1)^{j+l} \delta(j - l) G_{N-1}(1 \cdots j - 1, j + 1 \cdots N; 1' \cdots 1 - 1, 1 + 1 \cdots N)
$$

$$
- i \int \bar{V}(j - \bar{1}) G_{N+1}(\bar{1}1 \cdots j \cdots N; \bar{1}1' \cdots N') .
$$

This introduces the so-called hierarchy of the equations of motion, which needs to be solved by a suitable truncation. Needless to say, this truncation should be sensible if one wants to find realistic results and it will thus depend on the physical problem under study. In the following, some of these truncations for the equations of motion will be sketched. In addition, a special effort will be made in order to outline the relation of these truncation with the diagrammatic approaches (see [Mat71] for more details on the relations of truncations of the equations of motion and diagrammatic approaches).

Before doing so, however, it is important to outline a consequence of Eq. (2.94). Multiply this equation by a destruction operator at a time $r''$, $t''$; take the limits $r'' \to r$ and $t'' \to t$; integrate over the $r$ space variables and take the thermal average. The following equality concerning the potential energy of the system holds:

$$
\langle V \rangle = \frac{1}{2} \int d^3 r \int d^3 r' \hat{a}^\dagger(r t) \hat{a}^\dagger(r' t) V(r, r') \hat{a}(r' t) \hat{a}(r t) =
\frac{1}{2} \int d^3 r \lim_{r'' \to r} \lim_{t'' \to t} \left\{ i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} \langle \hat{a}^\dagger(r' t'') \hat{a}(r t) \rangle .
$$

The term with the gradient on the previous equation is simply minus half of the kinetic energy of the system, which allows one to obtain the total energy of the system by taking into account that the average $\langle a^\dagger a \rangle$ corresponds to $G^<$:

$$
\langle H \rangle = - \frac{i}{2} \int d^3 r \lim_{r'' \to r} \lim_{t'' \to t} \left\{ i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} G^<(r, r' t'') =
\frac{\mathcal{V}}{2} \int \frac{d^3 k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \left\{ \frac{k^2}{2m} + \omega \right\} G^<(k, \omega) ,
$$

where $\mathcal{V}$ denotes the total volume of the system. One should note the importance of this results, which relates a two-body property of the system (the total energy) with a one-body property (the propagator). This is usually called the Galitski-Migdal-Koltun (GMK) sum rule [Gal58b; Kol74]. In the following, it will be extensively used, especially in the form:

$$
\frac{E}{\mathcal{V}} = \int \frac{d^3 k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{1}{2} \left\{ \frac{k^2}{2m} + \omega \right\} f(\omega) A(k, \omega) ,
$$

(2.103)
2.3. Free case

which gives the total energy per unit volume (or energy density) of the system in terms of the spectral function $\mathcal{A}(k, \omega)$. It is important to note that the GMK sum rule is only valid for a system with two-body interactions. This can be a strong handicap for \textit{ab initio} many-body calculations, where three-body forces are needed to reproduce, for instance, the saturation properties of nuclear matter.

2.3 Free case

In this section, the case of a free Fermi sea of neutrons and protons will be studied with the techniques sketched above. The properties of an infinite system of non-interacting fermions will be thus described in terms of the single-particle propagator. A series of useful results, that will be used later on in our description of interacting nuclear matter, will be derived. Let us start with the equation of motion for the free Green’s function, $\mathcal{G}_0$:

$$\left\{ \frac{i}{\partial t} + \frac{\nabla^2}{2m} \right\} \mathcal{G}_0(r,t; r',t') = \delta(t - t') \delta(r - r').$$  \hspace{1cm} (2.104)

Multiplying both sides of the previous equation by the factor $e^{-ik \cdot x + iz \nu \tau}$, integrating over the space and time variables, $x$ and $\tau$, and using the Fourier transform of the propagator, Eq. (2.36), the following equation is obtained:

$$\mathcal{G}_0(k, z\nu) = \frac{1}{z\nu - \frac{k^2}{2m}}.$$ \hspace{1cm} (2.105)

This is the frequency-momentum representation of the Green’s function of an infinite system of non-interacting fermions. As explained previously, this expression, which is only valid for $z = z\nu$, can be analytically extended to all the complex plane in a non-ambiguous way. The propagator has single poles at the real frequencies $z = k^2/2m$, corresponding to the kinetic energies of the quasi-particles of the system. The retarded propagator is obtained by letting $z \rightarrow \omega_+$. Fourier transforming the real frequency variable in this propagator, one can then see that in the free system this is given by an undamped plane wave:

$$\mathcal{G}_0^R(k, \tau) = -i \Theta(\tau) e^{-i \frac{k^2}{2m} \tau},$$ \hspace{1cm} (2.106)

with frequencies corresponding to the kinetic quasi-particle energies. This expression is interesting, for it clarifies the physical meaning of the retarded one-body propagator. In a non-interacting system, it corresponds to the probability amplitude of propagating through the system a quasi-particle excitation of momentum $k$ and energy $k^2/2m$ during a given time, $\tau > 0$.

With the help of Eq. (2.64), the spectral function for the non-interacting case can be obtained:

$$\mathcal{A}(k, \omega) = i \{ \mathcal{G}(k, \omega_+) - \mathcal{G}(k, \omega_-) \} = (2\pi) \delta \left( \omega - \frac{k^2}{2m} \right).$$ \hspace{1cm} (2.107)
This is simply a delta function at the quasi-particle energy. A delta-like form of the spectral function is a generic feature of both the free and the mean-field approaches. The following expressions for the correlation functions are obtained from Eqs. (2.53) and (2.52):

\[ G^<(k,\omega) = \frac{2\pi}{f(\omega)} \delta \left( \omega - \frac{k^2}{2m} \right) \]  

\[ G^>(k,\omega) = \frac{2\pi}{1 - f(\omega)} \delta \left( \omega - \frac{k^2}{2m} \right). \]  

These are delta-like functions with variable strength. At low temperatures, one expects the chemical potential to be close to the zero temperature Fermi energy, \( \mu \sim k_F^2/2m > 0 \). Therefore, at low temperatures one finds that, for \( k^2/2m \ll \mu \), \( G^> \) is negligible in front of \( G^< \), while for \( k^2/2m \gg \mu \), the situation is the opposite. This is in accordance with the fact that, in the zero temperature limit, \( G^< \) becomes a hole spectral function (a hole being a quasi-particle with energy below the Fermi energy \( \mu \)), while \( G^> \) is associated to the particle spectral function. The momentum distribution can also be easily computed from Eq. (2.72):

\[ n(k) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) (2\pi) \delta \left( \omega - \frac{k^2}{2m} \right) = f \left( \frac{k^2}{2m} \right). \]  

For the non-interacting case, the momentum distribution is given by the Fermi-Dirac distribution computed at the quasi-particle kinetic energies. The usefulness of Koltun’s sum rule can now be tested, since the knowledge of the spectral function for the free system allows one to compute the total energy density:

\[ \frac{E}{V} = \int d^3k \frac{k^2}{(2\pi)^3} 2m n(k), \]  

which is just the sum of all the quasi-particle kinetic energies, \( k^2/2m \), weighted by the population of each quasi-particle states, \( n(k) \).

Finally, a formal expression for the free one-body propagator can be obtained from the equation of motion. Rewriting this equation with the help of the notation \( r_1t_1 \rightarrow 1 \), one obtains:

\[ \left\{ i \frac{\partial}{\partial t_1} + \frac{\nabla_1^2}{2m} \right\} G_0(1,1') = \delta(1 - 1'). \]  

\( G_0(1,1') \) can be considered as an operator linking \( 1 \) and \( 1' \). It is then natural to define the inverse operator of \( G_0 \), \( [G_0]^{-1} \), as the one fulfilling the following equation:

\[ \int d\bar{1} [G_0]^{-1}(\bar{1},1) G_0(\bar{1},1') = \delta(1 - 1'). \]
2.4. Self-energy

Now, using the equation of motion of the single-particle propagator, one sees that this inverse operator is given by the formal operatorial expression:

$$\left[ G_0 \right]^{-1}(\mathbf{r}, \mathbf{r}') = \left\{ i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} \delta(\mathbf{r} - \mathbf{r}').$$ \hspace{1cm} (2.114)

This result, which gives a formal expression for the free one-body propagator, is particularly useful in the derivation of the integral equation of motion for the propagator.

### 2.4 Self-energy

Let us now abandon the somewhat naive free case and enter the much more involved interacting case. For a system interacting with a two-body interaction, the one-body propagator is coupled to the two-body propagator by means of its equation of motion, Eq. (2.99). Yet, formally one can obtain a closed equation of motion by removing the two-body Green’s function from the equation. This can be done by means of a new operator, the so-called self-energy $\Sigma(\mathbf{r}_1; \mathbf{r}_1')$, which satisfies the equation:

$$\int d\mathbf{r}_1 \Sigma(\mathbf{r}_1, \mathbf{r}) G(\mathbf{r}, \mathbf{r}') = -i \int d\mathbf{r}_1 V(\mathbf{r} - \mathbf{r}) G_{II}(\mathbf{r}_1; \mathbf{r}').$$ \hspace{1cm} (2.115)

The inclusion of the self-energy, of course, does not really solve the problem. There is still a relation between the two-body propagator and the self-energy that has to be worked out. Nevertheless, the self-energy turns out to have interesting properties that are fundamental in several many-body studies. In particular, the approximations in quantum many-body theory are usually defined in terms of the self-energy operator. It is clear that, once introduced into Eq. (2.115), any approximation to the self-energy can be recast into an approximation for the two-body propagator. This might also shed a light on the nature of the approximations under study. Finally, let us also notice that, as it will be seen shortly, the self-energy has a clear diagrammatic interpretation. This is extremely helpful for a proper understanding of the many-body approximations at use.

The “closed” equation of motion for the propagator is easily obtained by replacing the second term of the equation of motion for the one-body propagator, Eq. (2.99), with the left hand side of Eq. (2.115):

$$\left\{ i \frac{\partial}{\partial t} + \frac{\nabla^2}{2m} \right\} G(\mathbf{r}, \mathbf{r}') = \delta(\mathbf{r} - \mathbf{r}') + \int d\mathbf{r}_1 \Sigma(\mathbf{r}_1, \mathbf{r}) G(\mathbf{r}_1, \mathbf{r}').$$ \hspace{1cm} (2.116)

This is the so-called Dyson’s equation in its differential form. For future convenience, it is interesting to obtain an equivalent integral equation. Consider the left hand-side of the previous equation. Let us formally introduce a unit factor
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(formed by an integral and a delta function) in between the differential operators and the Green’s function and use Eq. (2.114) to get:

\[
\int d^2 \left\{ i \frac{\partial}{\partial t_1} + \frac{\nabla_1^2}{2m} \right\} \delta(1 - 2) G(2, 1') = \int d^2 [G_0]^{-1}(1, 2) G(2, 1')
\]  

(2.117)

One can now multiply the previous result by \( G_0(3, 1) \) and integrate over the variable 1:

\[
\int d1 \ G_0(3, 1) \int d^2 [G_0]^{-1}(1, 2) G(2, 1') = G(3, 1').
\]  

(2.118)

After this integration, one obtains, on the left hand side of Eq. (2.116), the one-body propagator between 1' and 3. The same product and integral can be carried out easily for the right hand side of the equation. After taking 3 \( \rightarrow \) 1, the integral form of Dyson’s equation is obtained:

\[
G(1, 1') = G_0(1, 1') + \int d^2 \int d^2 \ G_0(1, 2) \Sigma(2, \bar{2}) G(\bar{2}, 1').
\]  

(2.119)

The full one-body propagator is given by the sum of a free contribution, \( G_0 \), plus an integral term. This can be interpreted in the following form: a perturbation propagates freely from 1' to 2, where it is scattered by the self-energy operator (this also includes multi-scattering processes) to the point 2. Finally, the particle propagates from 2 to 1. Since the propagator gives a probability amplitude, one should integrate over the points 2 and \( \bar{2} \) (that can be anywhere in space and time) to obtain the final result.

Still, the discussion is not complete. Dyson’s equation, as any differential equation, needs of some boundary condition to be completely solved. For real times, it can be hard to find boundaries in which one exactly knows the value for the propagator or the self-energy. In imaginary time, however, one can use the KMS relation as a boundary condition for Dyson’s equation. This establishes the value of the one-body propagator at a given time in terms of the value at another time. Formally, Dyson’s equation in imaginary times is the same as for real times (the time variable \( t \) simply becomes complex), but in the imaginary axis the only region of physical interest is the \( (0, -i\beta) \) line. Thus, one may take into account the equation in the imaginary axis and consider that the time integrals run from 0 to \(-i\beta\):

\[
G(1, 1') = G_0(1, 1') + \int_0^{-i\beta} d2 \int_0^{-i\beta} d2 \ G_0(1, 2) \Sigma(2, \bar{2}) G(\bar{2}, 1').
\]  

(2.120)

If one is able to obtain an expression for the self-energy in a given approximation, the solution of Dyson’s equation gives access to the full single-particle propagator of the system.
2.4. Self-energy

In addition, from Dyson’s equation one can find the analytic structure of the self-energy. This is most easily done by considering the differential form of Dyson’s equation in the momentum-frequency representation. Let us first Fourier transform the position variable of Dyson’s equation:

\[
\left\{ i \frac{\partial}{\partial t_1} - \varepsilon_0(k) \right\} G(k,t_1 - t_1') - \int_0^{-i\beta} dt_1 \Sigma(k,t_1 - t_1) G(k,t_1 - t_1) = \delta(t_1 - t_1'),
\]

(2.121)

where \(\varepsilon_0(k) = \frac{k^2}{2m}\) is the kinetic energy of a quasi-particle in the system. One can now take the Fourier transform of the relative complex time. Since the propagator in imaginary times is involved in this transform, the transformation involves the Matsubara frequencies:

\[
[z_\nu - \varepsilon_0(k) - \Sigma(k,z_\nu)] G(k,z_\nu) = 1.
\]

(2.122)

One sees now the utility of Fourier transforming Dyson’s equation. From a complicated integral equation in real space, Dyson’s equation has been simplified to an algebraic equation in momentum-frequency space. This has an easy solution that, after the usual analytical continuation to continuous complex values, reads:

\[
G(k,z) = \frac{1}{z - \varepsilon_0(k) - \Sigma(k,z)}.
\]

(2.123)

It is this equality that can be exploited to extract the analytical properties of the self-energy [Lut61]. Consider the following expression for the self-energy:

\[
\Sigma(k,z) = z - \varepsilon_0(k) - G^{-1}(k,z).
\]

(2.124)

First of all, it is clear, from Eq. (2.63), that:

\[
\Sigma(k,z^*) = [\Sigma(k,z)]^*.
\]

(2.125)

Since the propagator has no complex zeros [see Eq. (2.67)], the quantity \(G^{-1}\) can have no complex poles and thus the self-energy is analytical everywhere in the complex plane (except possibly in the real axis). For the sake of convenience, let us decompose the self-energy on an instantaneous (energy-independent) part, \(\Sigma_{HF}\), and a non-instantaneous (energy-dependent) term, \(\Sigma_C\):

\[
\Sigma(k,z) = \Sigma_{HF}(k) + \Sigma_C(k,z).
\]

(2.126)

The quantity \(\Sigma_C\), indeed, is analytic in the upper and lower-half planes [Lut61]. One can see that this contribution to the self-energy has a spectral representation:

\[
\Sigma_C(k,z) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\Gamma(k,\omega)}{z - \omega}.
\]

(2.127)
This equation defines the width $\Gamma(k, \omega)$ for the self-energy, in analogy with the spectral function for the propagator. Furthermore, one can define the retarded self-energy by taking $z = \omega + i\epsilon$. It is then easy to check that the width can be obtained from the imaginary part of the retarded self-energy:

$$\Gamma(k, \omega) = -2 \text{Im} \Sigma^R(k, \omega).$$  \hspace{1cm} (2.128)

Finally, the width is positive definite, as shown by the following equalities:

$$\Gamma(k, \omega) = -2 \text{Im} \Sigma(k, \omega) = 2 \text{Im} G^{-1}(k, \omega) =$$

$$\frac{A(k, \omega)}{[\text{Re} G(k, \omega)]^2 + [\text{Im} G(k, \omega)]^2} \geq 0. \hspace{1cm} (2.129)$$

The function $\Gamma(k, \omega)$ is called the width because it is somehow related to the mean life-time of the particles in the system (and thus to a width in frequency space). An easy way to clarify this concept can be obtained by using Eqs. (2.62) and (2.123) to find the spectral function in terms of the self-energy:

$$A(k, \omega) = \Gamma(k, \omega) \left[\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega)\right]^2 + \left[\frac{\Gamma(k, \omega)}{2}\right]^2.$$ \hspace{1cm} (2.130)

A vanishing width would result in a delta-like spectral function, similar to the one of the free case, Eq. (2.107). A finite width, on the other hand, involves single-particle states that are spread in a band of energy values for each momentum. This is not surprising: a scattered fermion, when propagating across the system, will have a given life-time and mean-free path. This will yield uncertainties on its momentum and its energy, and thus both $k$ and $\omega$ have to be treated as independent variables. This image is in contrast with the one arising from the free and the mean-field pictures, where a single energy state (the quasi-particle energy) is associated to each given momentum.

Finally, it is important to know that the real and the imaginary parts of the self-energy are not independent. Instead, they are related by a dispersion relation, which can be obtained by using the Plemejl identity, Eq. (2.61), on Eqs. (2.126) and (2.127):

$$\text{Re} \Sigma(k, \omega) = \Sigma_{HF}(k) + \mathcal{P} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \frac{\Gamma(k, \omega)}{\omega - \omega'}. \hspace{1cm} (2.131)$$

In the following, this relation will be very important. The imaginary part of the self-energy will be computed within the ladder approximation. The previous dispersion relation will allow us to obtain the real part.

### 2.5 Quasi-particle approximation

At this point, an approximation that has been used in several applications and that might be helpful in understanding the behavior of fermionic systems will be
introduced. Consider Eq. (2.130) for the spectral function. For a given momentum and for relatively small widths, the spectral function will have a peak at the so-called quasi-particle energy, given by the solution of the following equation:

\[ \epsilon_{qp}(k) = \frac{k^2}{2m} + \text{Re} \Sigma(k, \epsilon_{qp}(k)) \]  

(2.132)

(note that the width is positive definite and thus the spectral function cannot be singular at this point). In the so-called quasi-particle approximation, Eq. (2.132) establishes the link between a momentum \( k \) and a unique quasi-particle energy, \( \epsilon_{qp}(k) \). Close to this energy, one might expand the energy dependence of the real part of the self-energy to first order:

\[ \text{Re} \Sigma(k, \omega) \sim U(k) + \left. \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \right|_{\omega = \epsilon_{qp}(k)} (\omega - \epsilon_{qp}(k)), \]

(2.133)

where the single-particle potential \( U(k) = \text{Re} \Sigma(k, \epsilon_{qp}(k)) \) has been introduced. Note that the introduction of this approximation simplifies the energy dependence of the real part of the self-energy. The imaginary part of the self-energy is, on the other hand, also smooth close to the quasi-particle energy, and thus its energy dependence might be neglected:

\[ \text{Im} \Sigma(k, \omega) \sim \text{Im} \Sigma(k, \epsilon_{qp}(k)) = W(k). \]

(2.134)

With these approximations, the single-particle Green’s function reads:

\[ G_{qp}(k, \omega) = \frac{Z(k)}{\omega - \epsilon_{qp}(k) - iZ(k)W(k)}, \]

(2.135)

where \( Z(k) \) is the so-called renormalization factor (or simply \( Z \)-factor) of the quasi-particle pole:

\[ Z(k) = \left[ 1 - \left. \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \right|_{\omega = \epsilon_{qp}(k)} \right]^{-1}. \]

(2.136)

Within this approximation, the simplified energy dependence of the propagator is reflected in the spectral function, which becomes a Breit-Wigner (also called Lorentzian) distribution:

\[ A_{qp}(k, \omega) = \frac{2Z^2(k)|W(k)|}{[\omega - \epsilon_{qp}(k)]^2 + [Z(k)W(k)]^2}, \]

(2.137)

centered at the quasi-particle energy, \( \epsilon_{qp}(k) \). The width at half maximum of this distribution, \( \Gamma_{qp} = 2Z(k)|W(k)| \), is directly proportional to \( W \) and therefore the imaginary part of the self-energy sets the spread in energies of the quasi-particle states.
At zero temperature, one can show that:

$$\Gamma(k = k_F, \varepsilon_{qp}(k_F)) = 0,$$  \hspace{1cm} (2.138)

due to phase space restrictions [Lut61]. In these conditions, i.e. at the Fermi surface, the spectral function becomes a delta peak at the quasi-particle energy of Eq. (2.132). The previous definition of the \(Z\)-factor, Eq. (2.136), accounts then for the factor in front of the quasi-particle delta function of the \(T = 0\) propagator when computed at the Fermi surface. At finite temperature, the quasi-particle propagator does not have a delta peak for real \(\omega\)'s and the \(Z\)-factor cannot be interpreted anymore as such a factor. However, within this quasi-particle approximation the sum rule of the spectral function can be computed analytically:

$$\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A_{qp}(k, \omega) = Z(k),$$  \hspace{1cm} (2.139)

and therefore one finds that the \(Z\)-factor corresponds to the fraction of single-particle states contained in the quasi-particle peak. This result is valid both at zero and at finite temperatures. In a way, one can say that the \(Z\)-factor measures the strength of the correlations that go beyond the mean-field approximation because, within a mean-field approximation, \(Z(k) = 1\) and therefore the eigenstates of the
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System are of a single-particle nature. Whenever correlations beyond the quasi-particle picture are included in the formalism, single-particle states are fragmented in a wide range of energies and the single-particle nature of the energy eigenstates is lost. In those cases, the further away the \( Z \)-factor from unity, the more fragmented the states are. As a consequence, large \( Z \)'s are associated to large fragmentations or, in other words, to important correlations.

It is clear that the Lorentzian-like expression for the spectral function violates the sum rule of Eq. \((2.48)\). To recover the correct normalization, one customarily defines the background contribution of the single-particle propagator as the difference:

\[
G_{bg}(k, \omega) = G(k, \omega) - G_{qp}(k, \omega). \tag{2.140}
\]

For the global sum rule to yield unity, the spectral function associated to this propagator, \( A_{bg} \), must satisfy the sum rule:

\[
\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A_{bg}(k, \omega) = 1 - Z(k). \tag{2.141}
\]

The background contribution to the the spectral function is originated by excitations in the system which do not have a single-particle nature. Instead, it is caused by multi-particle or collective excitations in the system, which are usually much more involved to compute. The background contribution to the spectral function is normally considered to be a smooth function of energy and momentum. A sketch of the spectral function within this quasi-particle approximation is given in Fig. 2.2. Note that around the quasi-particle peak, a symmetric Breit-Wigner distribution arises and the area below the peak is given by the \( Z \)-factor. For energies which are far away from the quasi-particle peak, only the small and soft background contribution is found.

Finally, one should also be aware of the fact that, in the literature, the quasi-particle approximation often implies an additional assumption. Namely, that quasi-particles have an infinite life-time and thus their spectral function is given by the limit:

\[
\lim_{\Gamma_{qp} \to 0} A_{qp}(k, \omega) = (2\pi) Z(k) \delta[\omega - \varepsilon_{qp}(k)], \tag{2.142}
\]

which is simply a delta function at the quasi-particle peak. The strength of the peak is given by the \( Z \)-factor, and it will be lower than 1 whenever energy-dependent correlations are taken into account. In this Thesis, this type of approximations will be called no-width approximations (in order to differentiate them from the usual Lorentzian quasi-particle approximation of Eq. \((2.137)\)). This type of approaches are very convenient for numerical reasons, because they automatically eliminate the explicite energy integrations of the Green’s function. In other words,
the off-shell components of the propagator are not taken into account. Note, however, that they do not neglect completely the energy dependence of the self-energy, because this is still included in the calculation of the $Z$-factor. In highly correlated systems, where the width of the quasi-particles cannot be taken to be small, a no-width approximation is clearly too simplistic and thus leads to unrealistic results.

2.6 Diagrammatic expansion of the propagator

As explained in detail in Appendix A, the single-particle propagator can be expanded in terms of free single-particle propagators and two-body interactions. At any order $n$ in the number of interaction lines, this expansion is most suitably carried out by using diagrammatic techniques. In Appendix B the rules to construct the diagrams that correspond to any order in the perturbative expansion of the propagator are given. These rules also specify the corresponding value of each diagram. The explicit expressions for the two first-order diagrams of Fig. 2.3 are worked out in detail Appendix B. In Fig. 2.4 all the diagrams that contribute to the one-body Green’s function at second order in the interaction are shown.

Let us focus on the structure of these diagrams. In general grounds, all of them share a common structure: an incoming fermion line with momentum $k$ and frequency $\omega$ enters the diagram, scatters a given number of times, depending on the sophistication of the diagram, and finally becomes an outgoing line with the same initial momentum and frequency. Schematically, one can express this idea in terms of the diagram in Fig. 2.5. The full propagator (represented by a double fermion line) equals the free propagator plus a non-interacting fermion line that enters a “complicated structure” and then goes out of it. For reasons that will become clearer later on, this “structure” is called the reducible self-energy. This is formed by all the crooked diagrams that compose the single-particle propagator when one amputates the ingoing and outgoing fermion lines. In itself, it is still an
Figure 2.4: All second order diagrams that contribute to the Green’s function. The first row [diagrams (a)-(d)] is composed by reducible diagrams, i.e. sequential repetitions of first order diagrams. The second row [diagrams (e)-(h)] is formed by nested diagrams, i.e. a repetition of two first order diagrams in which a one diagram is inserted in an intermediate line of another. The third row [diagrams (i)-(j)] is formed by the second order diagrams which are entirely new.
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\[ \Sigma = R + \Sigma^R \]

Figure 2.5: Diagrammatic expression of the reducible self-energy.

infinite sum of diagrams which needs to be evaluated either perturbatively, \( i.e. \) as a sum of a finite number of terms obtained from truncating the expansion at some order, or non-perturbatively, \( i.e. \) by means of an infinite summation of physically suitable diagrams.

One can however simplify these sums by considering in more depth the structure of the diagrams forming the single-particle propagator. Take, for instance, diagrams (a) to (d) of Fig. 2.4. They are second-order diagrams that have been obtained by iterating the first-order diagrams of Fig. 2.3. In other words, if one cuts the intermediate fermion line in diagram (a), one recovers two first-order diagrams (a) of Fig. 2.3. In the jargon of many-body physics, this is called a 1 Particle Reducible (1PR) diagram, because by cutting one of its fermion (particle) lines, it reduces to a lower-order diagram. In contrast, 1 Particle Irreducible (1PI) diagrams, like (i) and (j) of Fig. 2.4, cannot be cut at any fermion line to yield two separate pieces of lower order. Since reducible diagrams are obtained from the iteration of irreducible diagrams, it is quite clear that one only needs 1PI diagrams to compute the full single-particle propagator. If a suitable iterative process is then applied, the 1PR diagrams will be automatically generated. The sum of all the 1PI self-energy diagrams is the so-called irreducible self-energy. Diagrammatically, these ideas are depicted in Fig. 2.6, where the expansion of the self-energy in terms of iterated irreducible self-energies is shown.

These ideas can also be cast in terms of mathematical expressions. The full single-particle propagator, for instance, is given by the reducible self-energy \( \Sigma^R \) by means of the equation:

\[ G = G_0 + G_0 \Sigma^R G_0. \quad (2.143) \]

Yet, as it has been explained above, the reducible self-energy is formed by the iteration of irreducible self-energy pieces. Once this irreducible self-energy is introduced, the propagator is given by the infinite series:

\[ G = G_0 + G_0 \Sigma^I G_0 + G_0 \Sigma^I G_0 \Sigma^I G_0 + \ldots. \quad (2.144) \]

Consider, however, the following trick, in which one factors out a irreducible self-
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Figure 2.6: Reducible self-energy as an iterated series of irreducible self-energy pieces.

Figure 2.7: Diagrammatic representation of Dyson’s equation.

The term that factors out is actually the full propagator. This factorization can be cast in terms of diagrams, as in Fig. 2.6, where dashed lines have been used to separate the factored-out part from the full propagator. The final result turns out to be the integral form of Dyson’s equation:

\[
\mathcal{G}(k, \omega) = \mathcal{G}_0(k, \omega) + \mathcal{G}_0(k, \omega) \Sigma^l(k, \omega) \mathcal{G}(k, \omega),
\]

which, in contrast to the formal derivation of Eq. (2.123), has been obtained from diagrammatic considerations. Since Dyson’s equation can be obtained either from the equation of motion or from a diagrammatic approach, the approximations to the self-energy can be cast in both terms. In the following, when considering approximations to the self-energy and the propagator, it will be very useful to
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Figure 2.8: Diagrammatic representation of the self-energy in terms of the free and the fully dressed one-body propagators.

have an insight on both methods, each of them providing a different physical point of view on the approximations which are being made. Finally, let us note that the diagrammatic representation of Dyson’s equation is shown in Fig. 2.7. In the rest of this Thesis, and unless differently stated, the word “self-energy” will refer to the irreducible self-energy.

2.7 Self-consistent renormalization

In the previous section, the Dyson’s equation for the self-energy and the propagator have been introduced. It has been shown that, with the help of this equation, one sums an infinite series of diagrams by means of an iteration of 1PI diagrams. This is already true at lowest order. Take, for instance, diagrams (a) and (b) of Fig. 2.3 and compute the corresponding irreducible self-energy. Inserting this into Dyson’s equation (see Fig. 2.6), one obtains a propagator which already includes an infinite sum of iterated irreducible self-energy diagrams. This corresponds to the Hartree-Fock approximation that will be studied in Chapter 4. Yet, one can do a better job even at this first-order level and sum a larger subset of diagrams by means of a (somewhat simple) procedure known as self-consistent renormalization. The main idea underlying this method is to self-consistently iterate Dyson’s equation for the propagator, given by Fig. 2.7, and the equation defining the self-energy, given by Fig. 2.8. Treating both equations in the same footing and iterating them, one sums extra sets of diagrams with peculiar properties which shall be important for the following discussions.

To put an example of this method, consider the second-order diagram (a) of Fig. 2.9. This diagram, even though of second order, allows for a very graphical discussion on self-consistent renormalization [Mat92]. Take, then, the direct diagram (a), as well as the remaining diagrams, (b)-(g) of Fig. 2.9. Diagrams (b) and (c) are generated by inserting the first order (direct and exchange) self-energy diagrams in the left propagator line of diagram (a). Diagrams (d) and (e) include second order renormalizations to this line, while diagrams (f) and (g) include more complicated third order terms. Yet, all of these diagrams share a common structure: self-energy diagrams are inserted on top of the left fermion line of the (a) diagram,
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leaving the rest of the diagram untouched. In the diagrammatic language, a self-energy diagram inserted on top of a fermion line is called a self-energy insertion and one usually says that the fermion line has been dressed by these insertions.

In the ideal case where one could include all the self-energy insertions on the left fermion line of the (a) diagram, this line would eventually become a full propagator and the lowest order second-order diagram would become diagram (h). Note that this diagram is much richer than the initial one, for it sums automatically an infinite series of diagrams for the left leg. This is of course very satisfying from the diagrammatic point of view, because it allows one to write an infinite series of diagrams... in a single diagram! One can, for instance, dress the remaining fermion lines of the (a) diagram, thus obtaining diagram (f) of Fig. 2.10. In this case, a much more complicated series, including diagrams (a)-(e) of Fig. 2.10, is automatically summed up.

Yet, such a procedure must be done with care. When dressing all the fermion lines on a diagram, one should know which diagrams are being included and which are not. Take, for instance, diagram (g) of Fig. 2.10. This is formed by a second-order self-energy insertion on top of the left leg of diagram (f). However, the dressing of this leg already contains contributions of diagrams with the same structure as (g). Thus, these diagrams are already included in diagram (f) and should not be considered as independent contributions to the irreducible self-energy. To distinguish this redundant contribution, a new type of diagrams is defined. A diagram such as a diagram (f) of Fig. 2.10, which does not include any explicit self-energy insertion, is called a skeleton diagram. It is then clear that all the diagrams for the
self-energy can be obtained by drawing all the skeleton diagrams and then dressing its fermion lines with all the possible self-energy insertions. This can be expressed in the following way:

\[ \Sigma^I = \sum_n \{ \text{skeleton diagrams with } G_0 \text{ replaced by } G \}, \]

where \( n \) is the order (number of interaction lines) in the expansion of the propagator. Note that this is indeed an implicit equation for \( \Sigma^I \), because \( G \) contains \( \Sigma^I \) via Dyson’s equation.

One should of course find how to dress all the lines of skeleton diagrams in a more or less simple way. This is indeed done by means of the self-consistent renormalization procedure. From an numerical point of view, this procedure is of course not as easy as a simple substitution of a single line for a double one. Instead, a procedure for dressing fermion lines in a consistent way can be derived by considering subsequent iterations of Dyson’s equation and the self-energy, defined via Fig. 2.8 in a given approximation. First of all, one uses an approximation to the self-energy which must be both 1PI and of the skeleton type. Next, this self-energy is inserted into Dyson’s equation to obtain a first iteration of the dressed propagator. From this propagator, one builds a new self-energy which is richer in diagrammatic content via Fig. 2.8. This can then be included into Dyson’s equation, and a new propagator will be obtained. The iteration of this procedure indeed sums a larger set of diagrams than the one included in the initial (1PI, skeleton-type) self-energy and includes, in particular, all the self-energy insertions
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with the same structure as the initial self-energy as well as new nested diagrams. A particular example of this procedure and its diagrammatic content is studied in Chapter 4.
Chapter 3

Luttinger-Ward Formalism

From a statistical mechanics point of view, the macroscopic information of the system is fully contained in the partition function. If this function is known, its derivatives with respect to different quantities give access to all the thermodynamical properties of the system. On the other hand, it has already been argued that, from a microscopic point of view, it is the one-body propagator which provides all the one-body properties of the system. Now one may ask if there is a connection between both functions and, in particular, if the one-body propagator is enough for building the partition function. The answer, given by Luttinger and Ward [Lut60] more than forty years ago, is positive. The Luttinger-Ward expression for the partition function turns out to have some interesting properties that were later on exploited by Baym [Bay62] in his discussion of the thermodynamical consistency of many-body approaches. In the following, the Luttinger-Ward formalism for the computation of the partition function will be described. It will be applied to the free case and to a general interacting case where the width effects of quasi-particles are not disregarded. The explicit numerical results obtained with this formalism for the thermodynamical properties of nuclear matter within different many-body approaches will be discussed in the following chapters.

3.1 Linked cluster expansion

The partition function of a system at finite temperature can be expressed in terms of Feynman diagrams, like the Green’s functions. The expansion in terms of diagrams for the grand-potential is, in fact, very close to that of the energy of a zero temperature system and it is well established [Mat92]. Its starting point is Eq. (A.13), which can be rewritten as:

\[
e^{-\beta(\Omega - \Omega_0)} = \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_n \text{Tr} \left\{ \hat{\rho}_0 \mathbb{T} \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n) \right] \right\}, \quad (3.1)
\]
where $\Omega_0$ represents the grand-potential of a free system of fermions evaluated at the chemical potential $\mu$ of the interacting system. By using the Wick theorem in the previous expression, one obtains a well-defined expansion of the grand-potential in terms of interactions and free single-particle propagators. The expansion can indeed be treated order by order in the number of interacting lines and can be expressed in terms of diagrams by applying a given set of Feynman rules. Yet, there is a fundamental difference between the diagrams of the one-body Green’s function and those of the grand-potential. While the one-body propagator depends on two external points, $r_{1}t_{1}$ and $r'_{1}t'_{1}$, the expression in Eq. (3.1) has no external dependence. In terms of diagrams, this is translated into the fact that all the diagrams in the expansion of $\Omega$ are made of closed loops.

In Fig. 3.1, the first order, as well as some of the second order diagrams in the expansion of $e^{-\beta(\Omega-\Omega_0)}$, are shown. Interestingly enough, one finds that there are two different kinds of diagrams contributing to $e^{-\beta(\Omega-\Omega_0)}$. The first type is formed by closed connected loops, like diagrams (a), (b) or (e) of Fig. 3.1. The second type is formed by separate pieces, like diagrams (c) and (d). These are the disconnected diagrams. Needless to say, this supposes a great disadvantage. The number of diagrams which are required at each order can become very large if one has to study all the different combinations of connected diagrams that form all the disconnected diagrams at that given order. Fortunately, the linked cluster theorem comes to our help in this case. Loosely speaking (see [Abr65] [Bla86] [Neg88] or [Mah90] for a more complete discussion), the linked cluster theorem states that the diagrammatic expansion of the quantity $\ln e^{-\beta(\Omega-\Omega_0)} = -\beta(\Omega - \Omega_0)$ is only formed by connected diagrams. Or, expressed differently:

$$e^{\text{all connected diagrams}} = \text{all connected + all disconnected diagrams}.$$
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This important theorem leads to the following result:

\[ \Omega - \Omega_0 = \sum_n \{ \text{connected diagrams} \}. \]

This is of course a very satisfying expression, because it reduces enormously the number of diagrams needed at each order in the expansion of \( \Omega \). One should now relate each diagram to a contribution in the perturbation expansion of \( \Omega \) by means of a suitable set of Feynman rules. To this end, one should follow a similar path as the one discussed for the one-body propagator in Appendix [A]. Unfortunately, an extra difficulty arises when dealing with closed diagrams. When the Feynman rules for the one-body Green’s function were introduced in Appendix [A] one could argue that a factor \( \frac{1}{n!2^n} \) in front of each term in the expansion of the propagator was canceled. On the one hand, a factor \( 2^n \) came out from the permutations of the variables inside the potentials, which left the value of a diagram unchanged. On the other hand, one could perform \( n! \) permutations in the integration variables that lead to the same result for a given diagram. This result is, however, specific for the one-body propagator and it is not anymore valid for closed diagrams. While for one of these diagrams, the \( 2^n \) permutations of the variables in the interaction are still possible, there are only \( (n - 1)! \) permutations which leave an \( n \)-th order term invariant. This happens because, with one of the \( \hat{H}_1 \) fixed, one can only choose among the \( n - 1 \) remaining operators to perform the change of variables. For the Green’s function, in contrast, since the external lines are already fixed, one obtains a \( n! \) factor. As a consequence, each topologically non-equivalent diagram in the expansion of \( \Omega \) carries a factor \( 1/n \) in front of its value when the Feynman rules are defined. This factor complicates substantially any infinite partial sum of diagrams in the grand-potential and thus sophisticated diagrammatic approaches cannot be directly applied to compute this quantity. This is probably the reason why the diagrammatic approach for the thermodynamical potential of interacting systems has only been used a few times [Mah90].

3.2 Coupling constant method

In this subsection, a more widely used method to compute the partition function will be discussed. The coupling constant approach is particularly suited for its simple mathematical structure and it is discussed in length, for instance, in Ref. [Fet71]. This method relies on the integration of a coupling variable which is related to the strength of the interaction potential. A great advantage of this approach is that it yields exact results once the propagator is computed. Its great disadvantage, as it will be seen in the following, is the coupling constant integration, which requires the computation of the propagator for several different values of the coupling.
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Consider a system with a Hamiltonian given by:

\[ \hat{H}(\lambda) = \hat{H}_0 + \lambda \hat{H}_1, \]  
(3.2)

where \( \lambda \) is the so-called coupling constant. The Hamiltonian \( \hat{H}(\lambda) \) at \( \lambda = 1 \) describes the full physical system, while at \( \lambda = 0 \) it describes a simpler system (not necessarily the free one), which one is able to handle easily. One can also define the operators:

\[ \hat{K}_0 = \hat{H}_0 - \mu \hat{N} \]  
(3.3)

and

\[ \hat{K}(\lambda) = \hat{K}_0 + \lambda \hat{H}_1. \]  
(3.4)

The partition function is then defined by:

\[ Z_\lambda = e^{-\beta \Omega_\lambda} = \text{Tr} e^{-\beta \hat{K}(\lambda)}. \]  
(3.5)

Note that this partition function as well as the associated grand-potential,

\[ \Omega_\lambda = -T \ln Z_\lambda, \]  
(3.6)

are functions of the coupling constant \( \lambda \). One can obtain a generic expression for \( Z_\lambda \) by expanding the exponential operator on the right hand side of Eq. (3.5):

\[ Z_\lambda = \sum_{n=0}^{\infty} \frac{1}{n!} (-\beta)^n \text{Tr} \left\{ \left[ \hat{K}_0 + \lambda \hat{H}_1 \right]^n \right\}. \]  
(3.7)

Let us now compute the derivative of \( Z_\lambda \) with respect to \( \lambda \). With the help of the previous expression this yields:

\[ \frac{\partial Z_\lambda}{\partial \lambda} = \sum_{n=1}^{\infty} \frac{1}{n!} (-\beta)^n \frac{\partial}{\partial \lambda} \text{Tr} \left\{ \left[ \hat{K}_0 + \lambda \hat{H}_1 \right]^n \right\}. \]  
(3.8)

The derivative inside the sum is applied to the \( n \) terms in the trace, yielding a factor \( \hat{H}_1 \) in all the possible positions in between the \( n - 1 \) remaining \( \left[ \hat{K}_0 + \lambda \hat{H}_1 \right] \) operators. Using the cyclic property of the trace, these \( n \) terms can be seen to give the same result. The derivative can thus be rewritten as:

\[ \frac{\partial Z_\lambda}{\partial \lambda} = \sum_{n=1}^{\infty} \frac{1}{n!} (-\beta)^n n \text{Tr} \left\{ \left[ \hat{K}_0 + \lambda \hat{H}_1 \right]^{n-1} \hat{H}_1 \right\}. \]  
(3.9)
where the Taylor expansion of the exponential of the $-\beta \hat{K}(\lambda)$ operator has been used. The previous trace looks very much like a thermal ensemble average of $\hat{H}_1$. One can indeed rewrite this in terms of a thermal average by multiplying and dividing by a factor $e^{-\beta \Omega_\lambda}$:

$$\frac{\partial Z_\lambda}{\partial \lambda} = \frac{-\beta}{\lambda} e^{-\beta \Omega_\lambda} \left\langle \lambda \hat{H}_1 \right\rangle_\lambda .$$

(3.10)

Note that the average $\langle \cdots \rangle_\lambda$ denotes the thermal ensemble average with the $\lambda$-dependent operator $\hat{K}(\lambda)$. It is also interesting to stress that the average for $\lambda = 0$ is done with the $\hat{K}_0$ operator and thus requires the knowledge of the real chemical potential of the interacting system, $\mu$. By using the relation that links the grand-canonical potential and the partition function, Eq. (3.6), one finds that the derivative of the grand-canonical potential with respect to $\lambda$ is given by:

$$\frac{\partial \Omega_\lambda}{\partial \lambda} = \frac{1}{\lambda} \left\langle \lambda \hat{H}_1 \right\rangle_\lambda .$$

(3.11)

Integrating the previous expression from $\lambda = 0$ to $\lambda = 1$, one gets the fully interacting partition function in terms of the easy-to-compute $\Omega_{\lambda=0}$ and an integral over the coupling constant:

$$\Omega = \Omega_0 + \int_0^1 d\lambda \frac{1}{\lambda} \left\langle \lambda \hat{H}_1 \right\rangle_\lambda .$$

(3.12)

The integrand of this coupling constant integrations can be related to the interaction energy of a system with a coupling constant $\lambda$. Indeed, if one chooses $\hat{H}_0$ as the kinetic energy operator, then $\left\langle \lambda \hat{H}_1 \right\rangle_\lambda$ immediately becomes the interaction energy with a damped interaction. In principle, it is not necessary to make this choice but, as it will be seen in the following, this turns out to be very convenient.

Up to this point, the equations have been quite generic and unrelated to the Green’s function approach discussed in the previous chapter. It would thus be useful to obtain an expression of $\Omega$ in terms of the Green’s function. This is also achieved by taking $\hat{H}_1 = \hat{V}$. Consider the equation of motion of the one-body propagator, Eq. (2.98). The last term of that equation (the one involving the interaction potential) can be brought to a more familiar form by taking the limits $t'_1 \to t_1^+$ and $\mathbf{r}'_1 \to \mathbf{r}_1$ and integrating over $\mathbf{r}_1$. After these operations, this term becomes basically the mean potential energy of the system:

$$2\langle V \rangle = \int d^3 r_1 \lim_{t'_1 \to t_1^+} \int d^3 r_1 V(|\mathbf{r}_1 - \mathbf{r}'_1|) \left\langle T \{ \hat{a}(\mathbf{r}_1 t_1) \hat{a}(\mathbf{r}_1 t_1) \hat{a}^\dagger(\mathbf{r}_1 t_1^+) \hat{a}^\dagger(\mathbf{r}'_1 t'_1) \} \right\rangle .$$

(3.13)

The same limits and integral can be applied to the remaining terms in the equation of motion. The time derivative, for instance, can be computed using the Fourier
transform of the propagator:

\[
\int d^3 r_1 \lim_{r_1' \to r_1} \lim_{t_1' \to t_1+1} \frac{i}{\partial t_1} G(r_1 t_1, r_1' t_1') = \int d^3 r_1 \frac{1}{\partial t_1 - i\beta} \sum_{k, \nu} e^{ik(r_1 - r_1') - iz_\nu(t_1 - t_1')} \frac{G(k, z_\nu)}{\mathcal{V}} = \frac{i}{\beta} \sum_{k, \nu} e^{iz_\nu \eta} z_\nu G(k, z_\nu). \tag{3.14}
\]

Note that the derivative operator is applied before taking the limits. In addition, an infinitesimal \(\eta\), such that \(t_1 - t_1' = -\eta\) and such that \(\lim_{\text{Re } z \to \infty} \eta \text{Re } z = \infty\), has been introduced. This condition is also necessary if the contributions of the arches in the Cauchy integrals appearing in the Matsubara summations have to vanish (see Appendix C). Applying the same procedure to the kinetic term, one finds:

\[
\int d^3 r \lim_{r_1' \to r_1} \lim_{t_1' \to t_1+1} \frac{\nabla^2}{2m} G(r_1 t_1, r_1' t_1') = -\frac{i}{\beta} \sum_{k, \nu} e^{iz_\nu \eta} \frac{k^2}{2m} G(k, z_\nu). \tag{3.15}
\]

The term with the two delta functions can be easily rewritten using the Fourier representation of the delta functions in the momentum and Matsubara frequency space:

\[
\int d^3 r \lim_{r_1' \to r_1} \lim_{t_1' \to t_1+1} \delta(t_1 - t_1') \delta(r_1 - r_1') = -\frac{i}{\beta} \sum_{k, \nu} e^{iz_\nu \eta}. \tag{3.16}
\]

Collecting everything together, one obtains the following identity between the potential energy of the system and the one-body propagator:

\[
2\langle V \rangle = \frac{1}{\beta} \sum_{k, \nu} e^{iz_\nu \eta} \left[ \left\{ z_\nu - \frac{k^2}{2m} \right\} G(k, z_\nu) - 1 \right]. \tag{3.17}
\]

This can be cast in a nicer form by using Dyson’s equation in Fourier space, Eq. (2.122), to yield:

\[
\langle V \rangle = \frac{1}{2\beta} \sum_{k, \nu} e^{iz_\nu \eta} \Sigma(k, z_\nu) G(k, z_\nu). \tag{3.18}
\]

The previous expression gives directly the mean potential energy of the system in terms of the self-energy and the one-body propagator. In a system with \(\lambda H_1 = \lambda V\), this expression will be naturally translated into:

\[
\langle \lambda V \rangle = \frac{1}{2\beta} \sum_{k, \nu} e^{iz_\nu \eta} \Sigma_\lambda(k, z_\nu) \mathcal{G}_\lambda(k, z_\nu), \tag{3.19}
\]

where the subscript \(\lambda\) denotes that the self-energy and the one-body propagator of the system are computed with an interaction potential \(\lambda V\) and that the thermal
averages are taken with respect to $\lambda \hat{K}$. Finally, introducing this expression in Eq. (3.12), one finds the following expression for the grand-potential of the fully interacting system:

$$\Omega = \Omega_0 + \frac{1}{2\beta} \int_0^1 \frac{d\lambda}{\lambda} \tilde{\text{Tr}} \Sigma_{\lambda} G_{\lambda},$$  (3.20)

where $\Omega_0$ now denotes the grand-partition function of the free system (computed at the interacting chemical potential $\mu$) and where the dependence on momentum and Matsubara frequency of the self-energy and the propagator have been simplified using the notation:

$$\sum_{k,\nu} e^{iz_\nu \eta} \rightarrow \tilde{\text{Tr}},$$  (3.21)

with $\eta = 0^+$ small and positive and such that $\lim_{\text{Re} z \to \infty} \eta \text{Re} z = \infty$. This shall not be confused with the trace introduced in Chapter 2, which denotes a diagonal sum over all the (energy and particle number) eigenstates of the system. Note that an additional sum over the internal spin-isospin quantum number should be included in $\tilde{\text{Tr}}$ whenever these quantum numbers are taken into account.

One can work with the previous expressions to write them in terms of the spectral function. This can be done in two different but equivalent means. On the one hand, one can consider the fact that the potential energy of the system is already contained in the GMK sum rule. It can be obtained by extracting the kinetic energy,

$$K = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{k^2}{2m} f(\omega) A(k,\omega),$$  (3.22)

from the total energy of the system, Eq. (2.103). This yields the following expression for the potential energy:

$$U = \langle V \rangle = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{1}{2} \left\{ \omega - \frac{k^2}{2m} \right\} f(\omega) A(k,\omega).$$  (3.23)

Introducing this into Eq. (3.12), one finds that the grand-partition function is given by the triple integral:

$$\Omega = \Omega_0 + \sum_k \int_0^1 \frac{d\lambda}{\lambda} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{1}{2} \left\{ \omega - \frac{k^2}{2m} \right\} f_\lambda(\omega) A_\lambda(k,\omega).$$  (3.24)

Note that, for a given chemical potential $\mu$ and inverse temperature $\beta$, the coupling constant method involves the calculation of several spectral functions $A_\lambda$ in order to compute the integral on the coupling constant. On the other hand, one can compute the previous expression in a complete equivalent way by performing the
3.3 Luttinger-Ward partition function

3.3.1 Introduction

An explicit formula of the grand-potential in terms of the one-body Green’s function is in fact what the Luttinger-Ward formalism achieves and it is the main reason why this approach has been chosen for this Thesis. The Luttinger-Ward expression for the partition function of an interacting system of fermions was first introduced in [Lut60]. This is the second reference of a series in which Luttinger...
and his collaborators studied carefully the zero temperature limit of finite temper-
ature many-body approaches. In the first article [Koh60], special attention is paid
to the different limiting procedures ($T \to 0, V \to \infty$ or its inverse, $V \to \infty, T \to 0$)
in which one can obtain the zero temperature BHF approximation from its finite
temperature extension. This involved a study of the so-called “anomalous” dia-
grams (such as diagrams (g) and (h) of Fig. 3.1) which only appear within a $T \neq 0$
formalism. In the second reference of the series, the same problem was addressed by
introducing the self-consistent renormalization procedure for the single-particle po-
tential (see Section 2.7). From this self-consistently renormalized Green’s function,
the authors build a functional (the Luttinger-Ward functional) which reproduces
the partition function of the system. Note that such an expression is very differ-
ent from the one that can be obtained from any diagrammatic expansion. While
with diagrams one would express the partition function in terms of partial sums of
terms including free propagators, the Luttinger-Ward partition function includes
somehow an infinite summation of diagrams by means of the self-consistent propa-
gator. Finally, in this reference Luttinger and Ward also discussed the interesting
variational properties of this functional.

Some of these properties were soon exploited in more involved studies of many-
body systems. Among them, it is probably the pioneering work of Baym [Bay62]
which deserves most attention. This is also the second paper of a series (the first
one being [Bay61]) in which the fulfillment of the microscopic and macroscopic con-
servation laws of momentum, angular momentum and energy in quantum transport
theories were thoroughly studied. In their first article, Kadanoff and Baym were
able to find some conditions that any quantum many-body approximation should
accomplish if these conservation laws had to be obeyed at a microscopic level.
Among the approximations that do conserve momentum, energy, etc., one finds
the Hartree-Fock, the ladder or the RPA approximations. These are also called
conserving approximations. The second reference, [Bay62], includes a refinement
of these results. Baym was actually able to establish a more general condition
for the different procedures to be of a conserving type. When applying these
ideas to the equilibrium case, Baym showed that any conserving approximation is,
at the same time, thermodynamically consistent, which essentially means that a
quantity, computed either from microscopic grounds or from a thermodynamical
(macroscopic) basis, yields the same result. The fulfillment of thermodynamical
consistency, trivial as it might look like, is not intuitive at all. If one uses an
approximation to describe the microphysics, for instance, it is by no means evi-
dent that the procedures involved in the method should also correctly describe the
macrophysics.

Another interesting set of two articles is the couple of references [dD64a] and
[dD64b]. In these articles, de Dominicis and Martin show how one can derive the
Luttinger-Ward functional from basic principles, within either an algebraic [dD64a]
or a diagrammatic approach [dD64b]. In the first case, the Luttinger-Ward func-
3.3. Luttinger-Ward partition function

The Luttinger-Ward partition function is derived from a Legendre transform of the partition function. In general, the partition function is a functional of the one- and two-body interactions. By means of an integral transform, however, the explicit functional dependence on the interaction can be replaced by a functional dependence on the Green’s functions. Once the many-body approximation has been renormalized self-consistently, this leads exactly to the Luttinger-Ward expression. On the other hand, the formalism can also be derived diagrammatically. In that case, each term of the Luttinger-Ward functional can be seen to have a counterpart in terms of infinite sums of diagrams. These sums can be performed by distinguishing some particular elements of the diagrammatic expansion of the partition function. In this way, one can overcome the problem related to the $1/n$ factor and obtain explicit analytical expressions for each infinite sum of diagrams. It is also interesting to mention that this approach can be pushed beyond the single-particle Green’s function and one can also obtain expressions of the partition function in terms of the two-body propagator [D64B; Bla86].

In the following, the Luttinger-Ward expression for the partition function will be introduced. By means of some simple arguments (that follow [Bay62]), the expression of the grand-potential will be seen to be equivalent to that obtained within the coupling constant method. This shows that the partition function is exact (up to the approximations introduced by the many-body approach within which one computes the one-body propagator) and thus validates the application of this expression. The usefulness of the Luttinger-Ward approach relies on the fact that it is deduced from a self-consistently renormalized theory or, in other words, instead of using free $G_0$ propagators, as it is done in the perturbative expansion, it is expressed in terms of dressed Green’s functions, $G$. In this sense, one can say that the Luttinger-Ward method is a non-perturbative approach. In addition, within the Luttinger-Ward formalism all the microscopic quantities are considered functionals of the dressed propagator. The expression for the partition function (that in this section will be denoted $W = \ln Z$) is given by:

$$W\{G\} = \widetilde{\text{Tr}} \ln \left[ -G^{-1} \right] + \widetilde{\text{Tr}} \Sigma\{G\} G - \Phi\{G\}. \quad (3.27)$$

Here, the notation $X\{G\}$ denotes that a quantity $X$ that has to be considered a functional of the full propagator. The trace $\widetilde{\text{Tr}}$ defined in Eq. (3.21) is also used, and thus a sum over momenta and Matsubara frequencies is included in the previous formula. Note that the self-energy is given in terms of the propagator via the following equation:

$$\Sigma\{G\} = G_0^{-1} - G^{-1}, \quad (3.28)$$

which is just a manipulation of Dyson’s equation, Eq. (2.122), to obtain the self-energy in terms of the free and interacting one-body propagators.

It seems natural to demand that the partition function of a system in equilibrium is stationary under variations of the one-particle propagator. This guarantees
Luttinger-Ward Formalism

that the Green’s function which is used in the formalism minimizes the thermodynamic potential. Mathematically, this can be cast in the following equation:

\[ \frac{\delta W}{\delta G} \bigg|_{G_0} = 0, \]

(3.29)

where the variation with respect to \( G \) is taken at constant \( G_0 \), because the free propagator of the theory is supposed to be already known and thus can be taken as a parameter. The variation of \( W \) with respect to \( G \) yields:

\[ \delta W = -\overline{\text{Tr}} G^{-1} \delta G + \overline{\text{Tr}} \delta \Sigma G + \overline{\text{Tr}} \Sigma \delta G - \delta \Phi . \]

(3.30)

Noting that \( \delta \Sigma = G^{-2} \delta G \), it is clear that, if Eq. (3.29) must hold, then \( \delta \Phi = \overline{\text{Tr}} \Sigma \delta G \) must also hold. This can be restated formally by saying that the functional derivative of the \( \Phi \) functional with respect to the one-body propagator,

\[ \frac{\delta \Phi \{G\}}{\delta G} \bigg|_{G_0} = \Sigma \{G\} , \]

(3.31)

is the self-energy. This equation sets the functional dependence of the \( \Phi \)-functional in the one-body Green’s function. The properties of this functional will now be briefly discussed.

3.3.2 The \( \Phi \) functional

The definition of the functional dependence of \( \Phi \) on \( G \) is given by Eq. (3.31). This has to be taken as a definition in the same sense that Eq. (3.28) is taken as the definition of the self-energy in the Luttinger-Ward approach. Indeed, Dyson’s equation together with Eq. (3.31) form a self-consistent set of equations. Within a many-body approach, for instance, one shall define a given approximation to the \( \Phi \) functional (the way to do this will be discussed below) and derive the corresponding self-energy from it. This self-energy, once iterated via Dyson’s equation, defines a propagator with which one can compute the functional again. This self-consistent iterative process can be shown to preserve the symmetries of the system and, in particular, the conservation laws of transport theories out of equilibrium [Bay62]. Actually, the generalization of this procedure to relativistic many-body systems with the help of quantum field theoretical tools has enjoyed a certain success [Cor74, Nor75, Lee75]. It has been applied to study dense interacting systems of pions [Rap96], the transport properties of resonances [Wei98b, Iva99] or the thermodynamics of quark gluon plasma [Bla04]. Moreover, the application of this procedure in the field of non-equilibrium quantum theories is of special relevance [Iva00, Ber04]. In those cases, the feature that makes this formalism especially attractive is the instantaneous sum of diagrams achieved by the use of a self-consistently renormalized propagator as well as the automatic preservation of the
conservation laws. Furthermore, it has been recently shown that the Φ-functional is invariant under renormalization group transformation and thus it is, in a certain sense, “universal” [Bla04; Dup05]. This might open a new interesting field of applications of the formalism to condensed matter systems in a non-perturbative approach [Pot06].

The Φ functional, like \( \mathcal{G} \) and \( \Omega \), has a diagrammatic interpretation [Bay62; dD64b; Bla86]. Take, for instance, any given closed diagram like those shown in the first row of Fig. 3.2. The functional derivative of one of these diagrams with respect to the propagator is achieved by cutting any fermion line in the diagram and assigning to the remaining extremes the space-time variables of the propagator with respect to which one is taking the derivative. Now, the Φ-functional is such that, whenever it is functionally derived, it should give the self-energy of the system. It is clear that it must then have the form of the closed diagrams of the first row of Fig. 3.2 with a factor \( 1/N_f \) in front of each diagram denoting the inverse of the number of equivalent fermion lines. In the Hartree case of Fig. 3.2, for instance, a factor \( 1/2 \) in front of the expression is needed to cancel the two propagators that one cuts. Note in addition that, since the self-energy is formed by a sum of 1PI diagrams, the Φ-functional is necessarily formed by 2PI irreducible diagrams. Otherwise, it might have some term of the form \( \tilde{A}\mathcal{G}\tilde{B} \), where \( \mathcal{G} \) denote two propagator lines connecting two irreducible parts of a diagram, \( \tilde{A} \) and \( \tilde{B} \). After taking a functional derivative with respect to \( \mathcal{G} \), the corresponding self-energy would have a term of the type \( \tilde{A}\mathcal{G}B \), which is 1PR and thus should not occur in the self-energy. This allows for a precise definition of the Φ functional in terms of diagrams: it corresponds to the (infinite) sum of all closed 2PI skeleton diagrams in which the free propagators are dressed with self-consistent propagators.
It is in fact very important to note that, in all the diagrams contributing to the $\Phi$-functional, a double fermion line meaning the dressed one-body propagator is used. It has already been mentioned that in the Luttinger-Ward formalism one always works with self-consistently renormalized propagators. This is essential for the theory to be thermodynamically consistent. Unfortunately, this introduces ambiguities in the case of closed diagrams. As explained in Section 2.7, the self-energy can be formally obtained by first summing all the 1PI skeleton diagrams and then dressing all the free fermion lines with self-energy insertions. For closed diagrams, however, a similar procedure is not possible because the reduction to skeleton diagrams is not unique. To see this, take a look at Fig. 3.3. It is easy to convince oneself that, in a closed diagram, one cannot easily distinguish which part of the diagram is a self-energy insertion of another part. In other words, the full thermodynamical potential cannot be naively computed by means of an expansion of closed skeleton diagrams which are subsequently dressed. This procedure could lead to a double-counting of diagrams. One can instead consider the sum of all 2PI skeleton diagrams. Dressing the free propagators in this diagrammatic sum, one would obtain the $\Phi$-functional. The other terms in Eq. (3.27) (i.e. the trace of the logarithm and of the product of the self-energy and the propagator) generate the remaining 2PR diagrams that contribute to $\Omega$, with the appropriate factors to avoid any possible double-counting [D64b; Bla86].

One cannot, however, compute the full exact $\Phi$-functional in the same way that one cannot calculate the exact self-energy of a many-body system. Instead, one has to use approximate $\Phi$-functionals (and their corresponding self-energies) which should describe correctly the essential correlations of the many-body system under study. Some simple examples of these approximations are given in Fig. 3.2. The first diagram in the second row corresponds, for instance, to the Hartree self-energy and thus this defines the Hartree approximation (see the next chapter for...
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A typical diagram of a ladder self-energy is given by the last diagram of the second row. An \( n \)-th order contribution of this self-energy includes the repeated scattering of a particle with another particle of the system. By closing this diagram in its free vertices with a dressed propagator, one obtains the corresponding \( n \)-th order contribution to the \( \Phi \)-functional, which is the top right diagram of Fig. 3.2 Note that the value of the \( N_f \) factor equals 2\( n \) in this case, because there are 2\( n \) possible places where one can cut each propagator to obtain the self-energy contribution at \( n \)-th order. Moreover, since the ladder self-energy is given by the sum to all orders of these diagrams, its corresponding \( \Phi \) functional is also an infinite sum of diagrams.

As already explained, the equation for the \( \Phi \)-functional, Eq. (3.31), and Dyson’s equation, Eq. (3.28), define a self-consistent set of equations if one is able to find a good approximate \( \Phi \)-functional. Nevertheless, one can proceed in a somewhat different way and profit from the Luttinger-Ward formalism to directly compute the partition function in a self-consistent many-body approach. Suppose, for instance, that one is able to compute a self-consistent Green’s function in a given approximation. Through Dyson’s equation, one immediately has access to the self-energy and to the \( \Phi \)-functional if Eq. (3.31) can be inverted. Using these quantities, one will be able to compute the corresponding partition function of the interacting system using the Luttinger-Ward expression. This philosophy is the one that will be followed in this Thesis. The Green’s function will be computed within a self-consistent ladder approximation and will then be used to calculate the entropy, from which one can derive most of the thermodynamical properties of the system. Fortunately, the Luttinger-Ward approach can be implemented in a very direct manner in the calculation of the entropy and, in particular, one can compute this quantity without explicitly computing the \( \Phi \)-functional.

3.3.3 Relation to the coupling constant method

Up to here the variational properties of the Luttinger-Ward formula have been discussed. Yet there has been no justification based on first principles of the Luttinger-Ward expression. In fact, one can obtain this expression from basic principles by using algebraic as well as diagrammatic approaches \cite{dD64a,dD64b}. Nevertheless, these justifications involve rather cumbersome procedures and will not be used here. Instead, the Luttinger-Ward formula will be shown to yield the same results as the coupling constant method for the partition function. Since this second method is essentially exact, one can indeed take this equivalence as a proof that Eq. (3.27) yields the correct expression for the partition function.

To build the bridge between both approaches, one shall start by letting the interaction potential \( V \) become \( \lambda V \), where \( \lambda \) once again is a coupling constant. The Luttinger-Ward expression then becomes:

\[
W\{G_\lambda\} = \overline{\text{Tr}} \ln \left[ -G_\lambda^{-1} \right] + \overline{\text{Tr}} \, \Sigma\{G_\lambda\} \, G_\lambda - \Phi\{G_\lambda\}.
\] (3.32)
3. Luttinger-Ward Formalism

Let us now differentiate this equation with respect to $\lambda$. For the logarithmic term, one obtains:

$$\frac{d}{d \lambda} \widetilde{\text{Tr}} \ln \left[ -G^{-1}_\lambda \right] = -\widetilde{\text{Tr}} G^{-1}_\lambda \frac{d G_\lambda}{d \lambda} \quad (3.33)$$

The second term yields the following derivative:

$$\frac{d}{d \lambda} \widetilde{\text{Tr}} \Sigma_\lambda G_\lambda = \widetilde{\text{Tr}} G^{-1}_\lambda \frac{d G_\lambda}{d \lambda} + \widetilde{\text{Tr}} \Sigma_\lambda \frac{d G_\lambda}{d \lambda} \quad (3.34)$$

Note that the first term of the previous equation cancels the derivative of the logarithmic term, Eq. (3.33). Finally, in order to compute the derivative of the $\Phi$ functional, one should take into account that $\Phi$ depends on $\lambda$ both through its explicit dependence on $V$ and its dependence on $G$:

$$\frac{d \Phi_\lambda}{d \lambda} = \left. \frac{\partial \Phi_\lambda}{\partial \lambda} \right|_{G_\lambda} + \widetilde{\text{Tr}} \Sigma_\lambda \frac{d G_\lambda}{d \lambda} \quad (3.35)$$

The second term in the previous equation cancels the last term of Eq. (3.34). The total derivative of the partition function with respect to the coupling constant is therefore given by the partial derivative of the $\Phi$-functional with respect to $\lambda$,

$$\frac{d W_\lambda}{d \lambda} = \left. -\frac{\partial \Phi_\lambda}{\partial \lambda} \right|_{G_\lambda} \quad (3.36)$$

This partial derivative at constant $G_\lambda$ can be computed in a very nice way by considering an invariance of the $\Phi$-functional. Let each explicit interaction $V$ in $\Phi$ become $\alpha V$ and let each single-particle propagator $G$ become $\alpha^{-1/2} G$. Taking into account that each $G$ in $\Phi$ connects two interaction vertices and that each potential line connects four $G$'s, it is easy to see that this $\alpha$-transformation leaves the $\Phi$-functional invariant, so that:

$$\frac{d \Phi_\lambda}{d \alpha} = \left. \frac{\partial \Phi_\lambda}{\partial \alpha} \right|_{G_\lambda} + \widetilde{\text{Tr}} \delta \Phi_\lambda \frac{d}{d \alpha} [\alpha^{-1/2} G_\lambda]$$

$$= \lambda \left. \frac{\partial \Phi_\lambda}{\partial \lambda} \right|_{G_\lambda} - \frac{1}{2} \alpha^{-3/2} \widetilde{\text{Tr}} \Sigma_\lambda G_\lambda = 0 \quad (3.37)$$

Taking the previous equality at $\alpha = 1$, one finds the derivative of the $\Phi$-functional with respect to $\lambda$:

$$\left. \frac{\partial \Phi_\lambda}{\partial \lambda} \right|_{G_\lambda} = \frac{1}{2 \lambda} \widetilde{\text{Tr}} \Sigma_\lambda G_\lambda \quad (3.38)$$

Using Eq. (3.36), this immediately gives the derivative of the partition function with respect to the coupling constant. By using the thermodynamical relation Eq. (3.6), one finds:

$$\frac{\partial \Omega_\lambda}{\partial \lambda} = \frac{1}{2 \lambda \beta} \widetilde{\text{Tr}} \Sigma_\lambda G_\lambda \quad (3.39)$$
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Note that this is the result that one obtains within the coupling constant method when combining Eqs. (3.11) and (3.19). By taking the integral from $\lambda = 0$ to $\lambda = 1$, this gives the coupling constant integration of Eq. (3.20), which yields the exact thermodynamical potential.

The grand-potential of the coupling constant method has thus been obtained from the Luttinger-Ward functional for the partition function. This proves that the Luttinger-Ward formalism yields exact results, within the error of the many-body approximation for the Green’s function. In addition to that, the Luttinger-Ward approach has some more useful properties. Among them, the preservation of thermodynamical consistency which will be discussed in the following subsection.

3.3.4 Thermodynamical consistency

One of the main conclusions of Ref. [Bay62] is that, if the microscopic conservation laws of non-equilibrium systems have to be respected within a many-body approximation, a $\Phi$-functional for the approximation must exist. This can be proved from a vanishing curl relation for the self-energy and is indeed the basis for defining $\Phi$ as in Eq. (3.31). Furthermore, one can check that this condition involves that thermodynamical consistency is automatically fulfilled. In the following, a simple example of thermodynamical consistency, concerning the total number of particles of a many-body system, will be considered. Other examples involving the energy or the pressure are studied in more detail in Ref. [Bay62].

Let us consider the evaluation of the total number of particles of a system as a function of $\beta$ and $\mu$. This is equivalent to the computation of its density. From the partition function, the number of particles can be evaluated through the derivative:

$$\langle N \rangle = -\frac{\partial \Omega}{\partial \mu} \bigg|_{\beta} = \frac{1}{\beta} \frac{\partial \ln Z}{\partial \mu} \bigg|_{\beta}. \quad (3.40)$$

From a Green’s function point of view, on the other hand, the mean number of particles is obtained by summing the momentum distribution over all momentum states:

$$\langle N \rangle = \sum_k n(k). \quad (3.41)$$

To see that both expressions coincide within the Luttinger-Ward formalism, let us consider Eq. (3.27) and take its derivative with respect to the chemical potential:

$$\frac{\partial W}{\partial \mu} = -\text{Tr} \frac{\partial G^{-1}}{\partial \mu} \frac{\partial G}{\partial \mu} + \text{Tr} \frac{\partial \Sigma}{\partial \mu} G - \text{Tr} \Sigma G \frac{\partial G}{\partial \mu} + \frac{\delta \Phi}{\delta G} \frac{\partial G}{\partial \mu}. \quad (3.42)$$

Using the definition of the $\Phi$-functional, Eq. (3.31), this reduces to:

$$\frac{\partial W}{\partial \mu} = \text{Tr} \frac{\partial \Sigma}{\partial \mu} G - \text{Tr} G^{-1} \frac{\partial G}{\partial \mu}. \quad (3.43)$$
To compute the derivative of the self-energy, one must consider its definition in terms of $G$, Eq. \((3.28)\), which gives:

$$\frac{\partial \Sigma}{\partial \mu} = \frac{\partial G^{-1}}{\partial \mu} - \frac{\partial G^{-1}}{\partial \mu} = 1 + G^{-2} \frac{\partial G}{\partial \mu},$$  \hspace{1cm} (3.44)

where the fact that the inverse of the free propagator depends linearly on the chemical potential (note that this is hidden inside the Matsubara frequencies) has been used. Plugging this into Eq. \((3.43)\), one finds:

$$\frac{\partial W}{\partial \mu} = \tilde{\text{Tr}} G = \sum_{k, \nu} e^{\nu \eta} G(k, z_\nu) = \beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) A(k, \omega),$$  \hspace{1cm} (3.45)

where the Matsubara summation has been performed according to the techniques described in Appendix C. Using the thermodynamical relation between $\ln Z$ and $\Omega$, Eq. \((2.11)\), as well as the definition of the momentum distribution, Eq. \((2.72)\), one obtains the result:

$$\frac{\partial \Omega}{\partial \mu} = -\sum_k n(k).$$  \hspace{1cm} (3.46)

This equation might seem trivial at first sight, because it arises from the combination of Eqs. \((3.40)\) and \((3.41)\). Yet, one should notice that each side of the equation has a very different origin. While on the left hand side one finds information related to the macroscopic properties of the system through the grand-canonical potential $\Omega$, the right hand side contains information on the microscopic properties of the system through the Green’s function and the momentum distribution arising from it. The connection between both sides is possible thanks to the Luttinger-Ward formalism.

In practice, all our calculations will be done at fixed density (or, equivalently, at a fixed total number of particles). In that case, the counterparts to Eqs. \((3.40)\) and \((3.41)\) are inverted to yield the chemical potential of the system. Doing this in each equation, one obtains two different chemical potentials. The microscopic chemical potential, $\tilde{\mu}$, is obtained from the inversion of the following equation:

$$\rho = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k, \omega, \tilde{\mu}) f(\omega, \tilde{\mu}),$$  \hspace{1cm} (3.47)

which comes directly from Green’s function theory and where the dependence of both the spectral function and the Fermi-Dirac distribution on $\tilde{\mu}$ have been considered explicitly. On the other hand, the macroscopic chemical potential, $\mu$, comes from the thermodynamical expression:

$$\mu(\rho, T) = \left. \frac{\partial F(\rho, T)}{\partial \rho} \right|_V,$$  \hspace{1cm} (3.48)
where \( F \) is the free-energy and \( T \) is the temperature of the system. Note that the free energy can be obtained from the total energy, \( E \), and the entropy, \( S \), using the relation:

\[
F(\rho, T) = E(\rho, T) - TS(\rho, T).
\] (3.49)

In the following, the Luttinger-Ward formalism will be used to compute the entropy of the system, while the total energy will be obtained using the GMK sum rule. The derivative as a function of the density of the free energy, obtained from this means, \( \mu \), should yield the same result as the microscopic \( \tilde{\mu} \) in any conserving approach. Yet, some approximations (like the BHF approach) do not fulfill this condition and large differences between \( \mu \) and \( \tilde{\mu} \) can appear due to the lack of consistency between the microscopic and the macroscopic approaches.

In the context of nuclear matter, the issue of thermodynamical consistency is often discussed in terms of the Hugenholtz-van Hove theorem \cite{Hug58}. This is a local condition for thermodynamical consistency, which is restricted to the surroundings of the saturation density at \( T = 0 \). Consider the derivative of the energy per unit volume rewritten in terms of the energy per particle, \( E/A \):

\[
\mu = \frac{\partial E}{\partial \rho} \frac{V}{A} = \frac{\partial E}{\partial \rho} \frac{\rho}{A} = e + \rho \frac{\partial e}{\partial \rho} \frac{\rho}{A}.
\] (3.50)

Since the saturation density, \( \rho_0 \), is the point where the energy per particle has a minimum, the previous equation states that:

\[
\mu(\rho = \rho_0) = \frac{E(\rho = \rho_0)}{A}.
\] (3.51)

From a microscopic point of view, the chemical potential at zero temperature is given by the Fermi energy:

\[
\tilde{\mu}(\rho) = \varepsilon_F,
\] (3.52)

which is usually defined as the quasi-particle energy at the Fermi surface:

\[
\varepsilon_F = \varepsilon_{qp}(k = k_F),
\] (3.53)

with \( k_F = \left(\frac{6 \pi^2 \rho}{\nu}\right)^{1/3} \), the Fermi momentum and \( \nu \) the degeneracy of the system. The Hugenholtz-van Hove theorem then states that the microscopic chemical potential should equal the energy per particle at saturation:

\[
\tilde{\mu}(\rho_0) = \frac{E(\rho_0)}{A}.
\] (3.54)

This theorem is, for instance, violated by several MeVs within the BHF approach, although the inclusion of higher order correlations within the Goldstone expansion might lead to more consistent results \cite{Bal90} \cite{Cze02}. 
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The reason for the lack of thermodynamical consistency of the BHF approach lies in the so-called *rearrangement terms*. These appear when one takes the derivative of Eq. (3.50) on the expression of the total energy of the system given by BHF approach. This yields two terms corresponding to the Fermi energy of Eq. (3.53), plus a derivative of the in-medium interaction (the so-called G-matrix) with respect to the density, which takes into account the effect that a change in the density has in the in-medium interaction. A rigorous calculation of this rearrangement terms is quite complicated [Bru60]. However, it is necessary if one wants to understand the relation between the BHF approach and the Landau theory of Fermi liquids [Bro71].

### 3.4 Free partition function

As a first application of the Luttinger-Ward formalism, the partition function of a non-interacting non-relativistic fermionic system will be computed. This is useful because it helps in setting all the sign conventions as well as in revising the contour integral techniques that shall be needed in the following chapters. For a non-interacting system, both $\Sigma$ and $\Phi$ vanish and thus the partition function is given by:

$$\ln Z_0 = \widetilde{\text{Tr}} \ln \left[ -G_0^{-1} \right].$$  \hspace{1cm} (3.55)

Using the expression for the single-particle propagator in momentum and Matsubara frequency space, Eq. (2.105), and writing explicitly the trace, this becomes:

$$\ln Z_0 = \sum_{k, \nu} e^{\nu \eta} \ln \left[ \varepsilon_0(k) - \nu \right],$$  \hspace{1cm} (3.56)

where the free quasi-particle energy is given by $\varepsilon_0(k) = \frac{k^2}{2m}$. This sum over Matsubara frequencies is explicitly computed in Appendix C [see Eq. (C.13)]. Note that it is especially delicate because of the cut of the logarithm function in the real axis. Once this is taken into account, one obtains:

$$\ln Z_0 = -\beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} 2 \text{Im} \left\{ \ln \left[ \varepsilon_0(k) - \omega \right] \right\}. \hspace{1cm} (3.57)$$

Now one faces the problem of computing the imaginary part of the logarithm. Yet, this imaginary part is essentially the phase of the complex number inside the logarithm. The imaginary part of the logarithm depends only on the sign of the real part of its argument and gives:

$$\text{Im} \left\{ \ln \left[ \varepsilon_0(k) - \omega \right] \right\} = \begin{cases} 0, & \varepsilon_0(k) - \omega > 0 \\ -\pi, & \varepsilon_0(k) - \omega < 0. \end{cases} \hspace{1cm} (3.58)$$

\footnote{To obtain this result one has to work in the Riemann sheet where the logarithm has a cut along the negative axis and it is such that $\ln 1 = 0.$}
This is due to the fact that, when taking the limit of $\eta \to 0$ and whenever the real part of the argument is negative, one approaches the cut in the real axis from below, giving a phase of $-\pi$. On the other hand, when the real part inside the logarithm is positive, the associated phase is simply zero. The previous expression for the imaginary part sets a restriction in the integration limits of Eq. (3.57). This is now rewritten as:

$$\ln Z_0 = \beta \sum_k \int_{-\infty}^{\infty} d\omega f(\omega) = \sum_k \ln \left[ 1 + e^{-\beta [\varepsilon_0(k) - \mu]} \right].$$

The last step in the previous equation is obtained by integrating explicitly the Fermi-Dirac distribution with respect to the energy. Finally, one finds the following expression for the grand-canonical potential:

$$\Omega_0 = -\frac{1}{\beta} \sum_k \ln \left[ 1 + e^{-\beta [\varepsilon_0(k) - \mu]} \right].$$

From this expression, the remaining thermodynamical observables of a free fermion system at finite temperature can be obtained. The total number of particles is for instance given by:

$$N_0 = \langle N \rangle_0 = -\frac{\partial \Omega_0}{\partial \mu} = \sum_k \frac{1}{1 + e^{\beta [\varepsilon_0(k) - \mu]}} = \sum_k f(\varepsilon_0(k)).$$

This is the same quantity that one would get from Green’s function theory and thus the results are thermodynamically consistent. One can also easily compute the entropy of a free system of fermions:

$$S = -\frac{\partial \Omega_0}{\partial T} = -\sum_k \left\{ f(\varepsilon_0(k)) \ln \left[ f(\varepsilon_0(k)) \right] + \left[ 1 - f(\varepsilon_0(k)) \right] \ln \left[ 1 - f(\varepsilon_0(k)) \right] \right\} = \sum_k \sigma(\varepsilon_0(k)).$$

In the last line, the statistical weighting function:

$$\sigma(\omega) = -\left\{ f(\omega) \ln \left[ f(\omega) \right] + \left[ 1 - f(\omega) \right] \ln \left[ 1 - f(\omega) \right] \right\},$$

has been introduced for further convenience. Finally, let us notice that the total energy of a non-interacting system of fermions can also be obtained by means of the thermodynamical relation:

$$E - \mu N_0 = \frac{\partial \beta \Omega_0}{\partial \beta} = \sum_k \frac{k^2}{2m} f(\varepsilon_0(k)) - \mu \sum_k f(\varepsilon_0(k)).$$

Note that the first term in the previous expression corresponds to Eq. (2.111), which was obtained directly from the microscopic GMK sum rule.
Eq. (3.60) corresponds to the grand-canonical potential of a non-interacting system of fermions. It can, of course, be obtained by other means not involving the Luttinger-Ward formalism. In \cite{Neg88}, for instance, it is obtained from a path integral formulation of quantum statistical mechanics, while in \cite{Mat92} it is computed from a sum over all the allowed thermal averaged states of the system. All of these methods have their corresponding expressions for interacting systems, but they lack a property that makes the Luttinger-Ward particularly attractive, \textit{i.e.} its direct connection to the Green’s function. In the following section, this advantage will be exploited to obtain expressions for the partition function of a correlated system of fermions in terms of the single-particle propagator.

\section{Partition function of a correlated system of fermions}

For conceptual as well as for computational purposes, it is interesting to express the Luttinger-Ward functional in terms of magnitudes that can be computed from the Green’s function approach such as, for instance, the spectral function $A(k, \omega)$. This will be done in this section, where the expressions will be kept as generic as possible so that they can be easily reduced to the non-interacting or the quasi-particle cases. Let us start with the Luttinger-Ward functional for the partition function:

\[ W = \tilde{\text{Tr}} \ln \left[ -G^{-1} \right] + \tilde{\text{Tr}} \Sigma G - \Phi. \]  

(3.65)

Each trace corresponds to a Matsubara summation that has to be explicitly computed. Let us start with the first term:

\[ W_1 = \sum_{k, \nu} e^{\nu \eta} \ln \left[ -G^{-1}(k, z_\nu) \right]. \]  

(3.66)

As it has been previously explained, the logarithm function has a cut in the real axis of its arguments, which needs to be taken care of when performing the sum. Yet, both the logarithm and the one-body Green’s function fulfill the condition of Eq. (C.14) and thus the general formula of Eq. (C.15) can be used to perform the sum:

\[ W_1 = -\beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) 2 \text{Im} \left\{ \ln \left[ -G^{-1}(k, \omega_+) \right] \right\}, \]  

(3.67)

where now the inverse propagator is computed slightly above the real axis. Note that, in order to carry out the sum, one has to take into account that the inverse propagator does not have any complex pole for complex $z$, as shown in Section 2.2.4. The imaginary part of the logarithm is related to the phase of its argument.
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In the correlated case, when the inverse propagator has a non-zero imaginary part, this can be rewritten as follows:

\[
\text{Im} \left\{ \ln \left[ -\mathcal{G}^{-1}(k, \omega) \right] \right\} = \text{Im} \left\{ \ln \left[ -\text{Re} \mathcal{G}^{-1}(k, \omega) - i\text{Im} \mathcal{G}^{-1}(k, \omega) \right] \right\} = \\
= \text{Im} \left\{ \ln \left[ -\text{Re} \mathcal{G}^{-1}(k, \omega) + i\text{Im} \Sigma(k, \omega) \right] \right\} = \\
= \text{arg} \left[ -\text{Re} \mathcal{G}^{-1}(k, \omega) - \frac{i}{2} \Gamma(k, \omega) \right]. \tag{3.68}
\]

The width \( \Gamma \) has been introduced according to Eq. (2.128). The function \( \text{arg}[z] \) gives the phase of the complex number \( z \) (also called its argument, which should not be confused with the argument of the logarithm!). The computation of this phase is a little tricky and needs to be performed with care. First of all, note that since \( \Gamma(k, \omega) \) is positive definite [see Eq. (2.129)], the complex number \( z = -\text{Re} \mathcal{G}^{-1}(k, \omega) - \frac{i}{2} \Gamma(k, \omega) \), whose argument one is trying to find, lies always in the quadrants III and IV of the complex plane. More precisely, for \( \text{Re} \mathcal{G}^{-1} < 0 \), \( z \) is in quadrant IV. The argument of \( z \) is thus simply given by the arctangent function according to:

\[
\text{arg} \left[ -\text{Re} \mathcal{G}^{-1} - \frac{i}{2} \Gamma \right] = \arctan \left( \frac{\Gamma}{2\text{Re} \mathcal{G}^{-1}} \right), \text{ for } \text{Re} \mathcal{G}^{-1} < 0. \tag{3.69}
\]

The situation is somewhat different for \( \text{Re} \mathcal{G}^{-1} > 0 \). In that case, \( z \) is a complex quantity in quadrant III. This corresponds to phases in the interval \((-\pi, -\frac{\pi}{2})\). Yet, since the \( \arctan(z) \) function yields values in the interval \((-\frac{\pi}{2}, \frac{\pi}{2})\), it cannot reproduce the angles in this quadrant. It is easy to check that, in this case, an extra factor of \( \pi \) is needed so that the argument and the value given by the arctangent match:

\[
\text{arg} \left[ -\text{Re} \mathcal{G}^{-1} - \frac{i}{2} \Gamma \right] = \arctan \left( \frac{\Gamma}{2\text{Re} \mathcal{G}^{-1}} \right) - \pi, \text{ for } \text{Re} \mathcal{G}^{-1} > 0. \tag{3.70}
\]

Eqs. (3.69) and (3.70) can be collected together in the following compact expression:

\[
\text{Im} \left\{ \ln \left[ -\mathcal{G}^{-1}(k, \omega) \right] \right\} = \arctan \left[ \lambda(k, \omega) \right] - \pi \Theta \left[ \text{Re} \mathcal{G}^{-1}(k, \omega) \right], \tag{3.71}
\]

where the function \( \lambda \) is defined as:

\[
\lambda(k, \omega) = \frac{\Gamma(k, \omega)}{2\text{Re} \mathcal{G}^{-1}(k, \omega)}, \tag{3.72}
\]

and corresponds to the ratio between the imaginary and the real parts of the inverse propagator. Considering this final expression for the imaginary part of the logarithm and inserting it into Eq. (3.67), one gets:

\[
W_1 = \beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) \left\{ 2\pi \Theta \left[ \text{Re} \mathcal{G}^{-1}(k, \omega) \right] - 2 \arctan \left[ \lambda(k, \omega) \right] \right\}. \tag{3.73}
\]
Let us now pay attention to the second term of Eq. (3.27). This is again given by a trace, which can be rewritten as:

\[ W_2 = \sum_{k,\nu} e^{-\mu \Sigma(k, z_{\nu})} G(k, z_{\nu}). \] (3.74)

From Eqs. (2.63) and (2.125), it is clear that the object that is being summed in the previous equation fulfills Eq. (C.14). Thus, the general formula Eq. (C.15) can be applied once again to give:

\[ W_2 = -\beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) 2 \text{Im} \left\{ \Sigma(k, \omega^+ \right\} G(k, \omega^+). \] (3.75)

This imaginary part can be rewritten in terms of the spectral function and the width:

\[ \text{Im} \left\{ \Sigma(k, \omega^+) G(k, \omega^+) \right\} = \text{Re} \Sigma(k, \omega^+) \text{Im} G(k, \omega^+) + \text{Im} \Sigma(k, \omega^+) \text{Re} G(k, \omega^+) \]

\[ = -\frac{1}{2} \text{Re} \Sigma(k, \omega) A(k, \omega) - \frac{1}{2} \Gamma(k, \omega) \text{Re} G(k, \omega), \] (3.76)

so that the second contribution to the partition function can be rewritten as:

\[ W_2 = \beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) \left[ A(k, \omega) \text{Re} \Sigma(k, \omega) + \Gamma(k, \omega) \text{Re} G(k, \omega) \right]. \] (3.77)

With \( W_1 \) and \( W_2 \) one obtains the following closed expression for the total partition function of the system:

\[ \ln Z = \beta \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) \left[ 2\pi \Theta \left[ \text{Re} G^{-1}(k, \omega) \right] - 2 \arctan \left[ \frac{\lambda(k, \omega)}{2m} \right] \right] \]

\[ + A(k, \omega) \text{Re} \Sigma(k, \omega) + \Gamma(k, \omega) \text{Re} G(k, \omega) \] - \Phi. \] (3.78)

This equation gives directly the thermodynamical observables of the system as a function of the one-body Green’s function (note that all the quantities inside the brackets can be derived from it). If one were able to compute exactly this Green’s function as well as its corresponding \( \Phi \)-functional, then the partition function would be automatically given by the previous expression.

Eq. (3.78) has an extra nice feature, i.e. one can easily decouple the contribution of (zero width) quasi-particles from the remaining terms. This is useful if one is interested on the effects that correlations induce to the partition function, because it allows to separate the contributions of the quasi-particle pole from the rest of correlations. Take the first term in Eq. (3.78). For a fixed momentum, the function:

\[ \text{Re} G^{-1}(k, \omega) = \omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega) \] (3.79)
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is, in nuclear matter, a monotonously increasing function of $\omega$ due to the soft energy dependence of $\text{Re} \, \Sigma$. In this case, there is only one value in which $\text{Re} \, G^{-1}$ becomes zero, given by the condition:

$$\varepsilon_{qp}(k) = \frac{k^2}{2m} + \text{Re} \, \Sigma(k, \varepsilon_{qp}(k)).$$

Note that this coincides with the quasi-particle energy of Eq. (2.132). One can thus rewrite the step function as:

$$\Theta \left[ \text{Re} \, G^{-1}(k, \omega) \right] = \Theta \left[ \omega - \frac{k^2}{2m} - \text{Re} \, \Sigma(k, \omega) \right] = \Theta \left[ \omega - \varepsilon_{qp}(k) \right].$$

One thus finds the following expression for the first term in $\ln Z$:

$$W^{QP} \equiv \beta \sum_k \int_{-\infty}^{\infty} d\omega f(\omega) \Theta [\omega - \varepsilon_{qp}(k)] = \sum_k \ln \left[ 1 + e^{-\beta[\varepsilon_{qp}(k) - \mu]} \right],$$

which is very close to the partition function of the free case, but with the free quasi-particle energies, $\varepsilon_0(k)$, replaced by the full interacting quasi-particle energies, $\varepsilon_{qp}(k)$. The previous expression amounts for the following contribution to the grand-canonical potential:

$$\Omega^{QP} = -\frac{1}{\beta} \sum_k \ln \left[ 1 + e^{-\beta[\varepsilon_{qp}(k) - \mu]} \right].$$

This is one of the contributions to the total grand-canonical potential of a gas of undamped ($i.e.$ infinitely long-lived) quasi-particles. In a no-width approximation (such as the Hartree-Fock approximation), however, this is not the only term in the total partition function. Indeed, from Eq. (3.78) it is easy to see that, in the limit where $\Gamma \to 0$, both the $A\text{Re} \, \Sigma$ term as well as the $\Phi$-functional do yield a non-vanishing contribution. As it will be seen in the following chapter, these give sizeable and similar contributions in a mean-field approach.

One can obtain an alternative expression for the grand-canonical potential within the Luttinger-Ward formalism by going back to Eqs. (3.67) and (3.75) and using the following identity:

$$\beta f(\omega) = -\frac{\partial}{\partial \omega} \ln \left[ 1 + e^{-\beta(\omega - \mu)} \right].$$

Integrating by parts, one easily obtains:

$$\ln Z = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \ln \left[ 1 + e^{-\beta(\omega - \mu)} \right] B(k, \omega) - \Phi,$$

where the following $B$ function has been introduced:

$$B(k, \omega) = -\frac{\partial}{\partial \omega} 2\text{Im} \left\{ \ln \left[ -G^{-1}(k, \omega_+) \right] + \Sigma(k, \omega_+) G(k, \omega_) \right\}.$$
Different expressions for $B$ can be obtained depending on whether the derivative or the imaginary part is taken first. In this section, the derivative shall be taken prior to the imaginary part. For the first term, the following result is obtained:

$$B_1(k, \omega) = -2 \text{Im} \left\{ \frac{\partial}{\partial \omega} \ln \left[ -G^{-1}(k, \omega_+) \right] \right\}$$

$$= -2 \text{Im} \left\{ G(k, \omega_+) \left[ 1 - \frac{\partial \Sigma(k, \omega_+)}{\partial \omega} \right] \right\} = A(k, \omega) \left[ 1 - \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \right] - \text{Re} G(k, \omega) \frac{\partial \Gamma(k, \omega)}{\partial \omega} . \quad (3.87)$$

The derivative of the second term is easily computed and can be split in two parts:

$$B_2(k, \omega) = \frac{\partial \text{Re} G(k, \omega)}{\partial \omega} \Gamma(k, \omega) + \text{Re} G(k, \omega) \frac{\partial \Gamma(k, \omega)}{\partial \omega} , \quad (3.88)$$

and

$$B_3(k, \omega) = \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} A(k, \omega) + \text{Re} \Sigma(k, \omega) \frac{\partial A(k, \omega)}{\partial \omega} . \quad (3.89)$$

Now one can write a compact expression for the $B$ function:

$$B(k, \omega) = A(k, \omega) + \frac{\partial A(k, \omega)}{\partial \omega} \text{Re} \Sigma(k, \omega) + \frac{\partial \text{Re} G(k, \omega)}{\partial \omega} \Gamma(k, \omega) . \quad (3.90)$$

Note that this result arises from the cancellation of the last two terms in Eq. (3.87) with the two first terms of both Eqs. (3.88) and (3.89). This result was previously obtained in Refs. [Wei98a, Wei98b]. The expression for the partition function of Eq. (3.85) has some interesting properties. On the one hand, it has a very intuitive form. Its first term is a convolution in energies of the factor $\ln \left\{ 1 + e^{-\beta[\omega-\mu]} \right\}$, which is basically the thermal factor appearing in the free partition function, times the $B$ function. This is the same kind of generalization that one obtains, for instance, when going from the free momentum distribution, Eq. (2.110), to the correlated one, Eq. (2.72). In that case, the convolution is between the Fermi-Dirac distribution, $\left[ 1 + e^{\beta[\omega-\mu]} \right]^{-1}$, and the $A$ spectral function. In the same way that $A(k, \omega)$ accounts for the effect of correlations in the momentum distribution, one can say that the function $B(k, \omega)$ incorporates the effects of the interaction to the partition function. Among these effects, one finds the finite width of the quasi-particles in the medium as well as the rest of correlations induced by the interaction. Note, however, that this is not the only contribution to the partition function: the $\Phi$-functional also plays an important role in the thermodynamical properties of the system! It is also interesting to note that, in contrast to Eq. (3.78), Eq. (3.85) cannot be easily split in terms of the contributions of quasi-particles plus other correlation effects. It is
only when one takes a no-width approximation for $B(k, \omega)$ that a part of Eq. (3.85) becomes the quasi-particle contribution of Eq. (3.83). In this sense, this is different to Eq. (3.78), where this contribution comes out automatically (with the only restriction that the real part of the inverse propagator has a single zero).

3.6 Entropy of a correlated system of fermions

Once the partition function is known, one can readily compute the grand-canonical potential $\Omega$. The entropy of the system then follows from the thermodynamical relation:

$$S = -\left. \frac{\partial \Omega}{\partial T} \right|_{\mu}.$$  

(3.91)

Using the expressions that have been obtained for $\ln Z$, Eqs. (3.67) and (3.75), different results for the entropy can be found. In the following, these results will be discussed.

Consider first Eq. (3.78). The stationarity of $\Omega$ with respect to changes in $G$ is very useful, because it implies that, when taking the temperature derivative, only the explicit dependence of the Fermi functions is needed. This stationarity is a very attractive feature of the Luttinger-Ward approach, because it allows to skip the (usually involved) thermal dependences of the dynamical quantities and therefore defines a way to compute analytical expressions that relate the thermodynamical observables to the microscopic properties. In the case of the correlated entropy, this yields:

$$S = \sum_{k} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial T} \left\{ 2\pi \Theta \left[ \text{Re} G^{-1}(k, \omega) \right] - 2 \arctan \left[ \lambda(k, \omega) \right] \right.$$ 

$$+ A(k, \omega) \text{Re} \Sigma(k, \omega) + \Gamma(k, \omega) \text{Re} \mathcal{G}(k, \omega) \left\} - \frac{\partial T \Phi}{\partial T}. \right.$$  

(3.92)

This expression gives the entropy of a correlated system of fermions as a function of $\mathcal{G}$, $\Sigma$ and $\Phi$ and it is the fundamental equation from which most of our results will be derived. The usefulness and applications of this formula in the context of Fermi-liquids were extensively discussed in the pioneering work of Carneiro and Pethick [Car75]. Most of what is discussed below can be found in this reference, which has been the main guideline in our discussions of the many-body approximations to the entropy.

One can divide the expression of Eq. (3.92) in two terms:

$$S = S^{DQ} + S', \quad (3.93)$$
3. Luttinger-Ward Formalism

given by:

\[ S_{DQ} = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial T} \Xi(k,\omega) \]  \hspace{1cm} (3.94)

and

\[ S' = -\frac{\partial}{\partial T} \Phi[G] + \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial T} \Lambda(k,\omega) \text{Re} \Sigma(k,\omega), \]  \hspace{1cm} (3.95)

where the function \( \Xi(k,\omega) \):

\[ \Xi(k,\omega) = 2\pi \Theta[\text{Re} G^{-1}(k,\omega)] - 2 \arctan \lambda(k,\omega) + \Gamma(k,\omega) \text{Re} G(k,\omega) \]  \hspace{1cm} (3.96)

has been introduced. Notice that this gathers together the term yielding the quasi-particle approximation to the partition function and two terms which depend on the width of the quasi-particle. In this sense, \( S_{DQ} \) is a dynamical quasi-particle entropy which partially takes into account the correlations of the dressed particles in the medium, including the finite width effects, as seen by the fact that it is computed with a non-zero \( \Gamma \). The dynamical quasi-particle entropy can be rewritten in a more intuitive way by using the following useful relation:

\[ \frac{\partial f(\omega)}{\partial T} = -\frac{\partial \sigma(\omega)}{\partial \omega}, \]  \hspace{1cm} (3.97)

between the Fermi-Dirac distribution and the statistical weighting function of Eq. (3.63). After a partial integration, one finds that the following expression for the dynamical quasi-particle entropy holds:

\[ S_{DQ} = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega) B(k,\omega), \]  \hspace{1cm} (3.98)

provided that the \( B \) spectral function is defined as:

\[ B(k,\omega) = \frac{\partial \Xi(k,\omega)}{\partial \omega}. \]  \hspace{1cm} (3.99)

The expression Eq. (3.98) has several interesting properties. In the first place, it includes correlations in a very intuitive form, by means of the convolution of the \( B \) spectral function, which takes into account the finite-width (or energy-dependent) effects induced by correlations, and a weighting factor, \( \sigma(\omega) \), which carries the thermodynamical information of the system. In addition, in the free and the Hartree-Fock cases the \( B \) function reduces to a delta peak and \( S_{DQ} \) becomes the expected expression for the entropy of a system of interacting quasi-particles. This does not mean, however, that in more complete approximations \( S_{DQ} \) neglects the finite width of quasi-particles, as has already been discussed. Furthermore, \( B(k,\omega) \)
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shares some properties with the usual spectral function, $A(k, \omega)$. Their relationship will be explored in Chapter 6. Before that, however, it will be interesting to study the properties of the $\Xi$ function and its dependence in energy. This will allow for a better understanding on the microscopic effects into the dynamical quasi-particle entropy.

Let us thus analyze the properties of the function $\Xi(k, \omega)$. The first term of $\Xi$ in Eq. (3.96) is a step function with the argument $\text{Re} \ G^{-1}$. For a fixed momentum, $\Xi_1$ equals zero at energies below the quasi-particle energy and $2\pi$ for larger values. Using Eq. (3.97), one can see that the contribution of $\Xi_1$ to the entropy is given by:

$$S_{1DQ} = \sum_k \int_{-\infty}^{\infty} d\omega \frac{\partial \sigma(\omega)}{\partial \omega} 2\pi \Theta[\omega - \varepsilon_{qp}(k)] = \sum_k \int_{-\infty}^{\infty} d\omega \frac{\partial \sigma(\omega)}{\partial \omega} \Theta[\omega - \varepsilon_{qp}(k)] = \sum_k \sigma[\varepsilon_{qp}(k)] \equiv S_{QP}. \quad (3.100)$$

This expression could have been obtained alternatively by taking the temperature derivative of Eq. (3.83). It corresponds to the entropy of a system of undamped quasi-particles with real quasi-particle energies given by Eq. (3.80). Whenever quasi-particles have long life-times, this should be a good approximation to the entropy. Indeed, for any many-body approximation where the quasi-particle energies are real (such as the Hartree-Fock case, for instance) the full dynamical quasi-particle entropy is simply given by Eq. (3.100).

The remaining terms in $\Xi$ can be rewritten as a function of $\lambda(k, \omega)$:

$$\Xi_2(k, \omega) = -2 \arctan[\lambda(k, \omega)], \quad (3.101)$$

for the second term and:

$$\Xi_3(k, \omega) = \frac{2\lambda(k, \omega)}{1 + \lambda^2(k, \omega)}, \quad (3.102)$$

for the third one. Their total contribution to the entropy is therefore given by:

$$S_{2DQ} = \sum_k \int_{-\infty}^{\infty} d\omega \frac{\partial f(\omega)}{2\pi \partial T} \left\{ \frac{2\lambda(k, \omega)}{1 + \lambda^2(k, \omega)} - 2 \arctan[\lambda(k, \omega)] \right\}. \quad (3.103)$$

This expression involves a non-vanishing width $\Gamma$ and it can thus be thought as a life-time correction to the dynamical quasi-particle entropy. It is clear that for infinitely long lived quasi-particles ($\Gamma=0$), this contribution will be zero, but for large widths it can have a non-negligible effect on the total entropy.

In order to understand qualitatively the behavior of $\Xi(k, \omega)$ as a function of the energy, in Fig. 3.4 the different contributions $\Xi_1$, $\Xi_2$ and $\Xi_3$ as well as the total $\Xi$ are shown for a fixed momentum, $k = k_F$. These have been obtained
for nuclear matter at the experimental saturation density, $\rho_0 = 0.16 \text{ fm}^{-3}$, and a temperature of $T = 10 \text{ MeV}$ within the SCGF approach that will be discussed in Chapter 5. The quasi-particle contribution $\Xi_1$ is shown in a dotted line. For a fixed momentum, this is just a step function which goes from 0 to $2\pi$ once the energy $\omega$ is above the corresponding quasi-particle energy (in this case, $\varepsilon_{qp}(k_F) = -23.2 \text{ MeV}$). Note that for quasi-particles without width, this step function is the only contribution to $S_{DQ}$.

The remaining contributions, $\Xi_2$ (dashed lines) and $\Xi_3$ (dot-dashed lines), modulate the step-like behavior of $\Xi$ around the quasi-particle energy and soften its energy dependence. This effect is however subtle and has to be studied with care. Consider first the $\lambda$ variable around the quasi-particle energy, which is shown in Fig. 3.5 for the same conditions as in Fig. 3.4. There is a pronounced structure around the quasi-particle energy which denotes a singularity of $\lambda$. Its appearance is related to the fact that the denominator of Eq. (3.72) goes to zero close to $\varepsilon_{qp}(k)$, while the width $\Gamma$ is a positive definite quantity and cannot cancel the singularity. Moreover, the value of $\lambda$ close to $\varepsilon_{qp}(k)$ has a different sign according to the direction in which the limit $\omega \to \varepsilon_{qp}(k)$ is taken:

$$\lim_{\omega \to \varepsilon_{qp}(k)^\pm} \lambda(k, \omega) = \lim_{\omega \to \varepsilon_{qp}(k)^\pm} \frac{\Gamma(k, \omega)}{2[\omega - \varepsilon_{qp}(k)]} \sim \frac{\Gamma(k, \varepsilon_{qp}(k))}{0^\pm} = \pm \infty. \quad (3.104)$$
Thus $\lambda$ becomes minus (plus) infinity if one takes the limit to the quasi-particle energy from the left (right). As a consequence of this behavior, the $\Xi_2$ contribution is discontinuous at $\omega = \epsilon_{qp}(k)$. When coming from the left to the quasi-particle energy, $\lambda$ becomes infinity, the arctan function yields a factor $-\frac{\pi}{2}$ and $\Xi_2$ tends to $\pi$. When the limit is taken from the other side, $\Xi_2$ becomes $-\pi$. Yet, this discontinuity is exactly canceled by the step function in $\Xi_1$ which, above the pole, yields the needful $2\pi$ value to obtain a continuous $\Xi$ function around $\epsilon_{qp}(k)$. On the other hand, close to the quasi-particle pole, the $\Xi_3$ contribution has a node [see Eq. (3.102)]. But it is also close to this pole that $\lambda$ is maximal, as seen in Fig. 3.5, and thus it is around this value that one finds the larger non-zero contributions of $\Xi_3$ to $\Xi$. As a consequence of these interplays, the total $\Xi$ function, as seen in the full line of Fig. 3.4, is continuous around the quasi-particle energy.

Let us take a look at the regions which are far away from the quasi-particle energy. For these energies, $\lambda$ tends to become very small. As a consequence, $\Xi_2$ and $\Xi_3$ are almost negligible. In addition, both contributions have opposite signs in the whole energy range and thus they cancel each other to some extent in the high (very positive) and low (very negative) energy regions. The total $\Xi$ functions is thus a continuous step-like function which yields zero for energies below $\epsilon_{qp}(k)$ and $2\pi$ for energies far above the quasi-particle pole. When the energies are close to this value, the different contributions to $\Xi$ become active and this increases rapidly from 0 to $2\pi$ in a continuous way.

Now that the energy dependence of the $\Xi$ function has been explored, one
can easily infer some properties of the $B(k, \omega)$ function, which is defined as its derivative with respect to the energy, Eq. (3.99). It is quite clear that, since $\Xi$ is almost constant far away from the quasi-particle energy, the $B$ spectral function will be very small for energies which are not close to this energy. The non-zero contributions of this function will be concentrated around $\varepsilon_{qp}(k)$ where, in addition, since $\Xi$ is a monotonously increasing function of $\omega$, it will be positive. More interestingly, from the limiting values of the $\Xi$ function at high and low energies, one can derive the following sum rule:

$$
\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} B(k, \omega) = \frac{1}{2\pi} \Xi(k, \omega)|_{-\infty}^{\infty} = 1 ,
$$

which is exactly the same sum rule that the usual spectral function fulfills. Furthermore, $B(k, \omega)$ is also peaked around the quasi-particle energy and they describe somehow the effects of the energy-dependent correlations in two different observables (the entropy for $B$, the momentum distribution for $A$). All in all, both functions share some common properties, which will be studied in more detail in Chapter 6.

In the previous section the partition function has been rewritten in terms of the convolution of a statistical factor and a $B$ function that accounts for the correlations in the formalism [see Eq. (3.85)]. One can find an expression for the entropy of the correlated system starting from this expression. Considering once again that the temperature derivative only affects the explicit temperature factors and using the fact that:

$$
\sigma(\omega) = \frac{\partial}{\partial T} \ln \left[ 1 + e^{-\beta(\omega - \mu)} \right] ,
$$

one obtains the following equation for the entropy:

$$
S = \sum_{k} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega) B(k, \omega) - \frac{\partial}{\partial T} T \Phi .
$$

In this case, the entropy should be calculated from the $B$ spectral function and the $\Phi$ functional. The $B$ function has been already computed by taking the energy derivative of Eq. (3.86) before the imaginary part is computed. Here, the inverse procedure will be followed and the imaginary part will be taken prior to the derivative. One obtains the following relation between $\Xi$ and $B$:

$$
B(k, \omega) = \frac{\partial}{\partial \omega} \Xi(k, \omega) + \frac{\partial \text{Re } \Sigma(k, \omega)}{\partial \omega} A(k, \omega) + \text{Re } \Sigma(k, \omega) \frac{\partial A(k, \omega)}{\partial \omega} .
$$

This can be used to find a relation between $B$ and $B$. Note, in particular, that the $B_3$ contribution to $B$ in Eq. (3.89) equals the last two terms of the previous equation. It is then clear that, since $B$ is defined as the partial derivative of $\Xi$ with
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respect to the energy, the following relation between the $B$ and the $C$ spectral functions holds:

$$B(k, \omega) = B_1(k, \omega) + B_2(k, \omega) = A(k, \omega) \left[ 1 - \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \right] + \frac{\partial \text{Re} G(k, \omega)}{\partial \omega} \Gamma(k, \omega). \quad (3.109)$$

The previous equation is also important because it gives $B$ as a function of $A$ and the real and imaginary parts of the propagator explicitly. Note, in addition, that the first term in the previous expression equals the spectral function times something that is very close to the $Z$-factor defined in Eq. (2.136). Actually, in a no-width approximation as that of Eq. (2.142), the $Z$-factor appearing in front of the delta function would be exactly canceled. As a consequence of this cancellation, the effects of correlations in the $Z$-factor (such as the depletion of the population of states due to re-scattering) do not appear in the entropy of the system. In such an approximation, the third term of Eq. (3.109) would become zero and the $B$ function would become a delta function at the quasi-particle energy:

$$B(k, \omega) = (2\pi) \delta[\omega - \varepsilon_{qp}(k)], \quad (3.110)$$

which would immediately imply that the entropy is given by the usual quasi-particle expression,

$$S_{QP} = \sum_k \sigma[\varepsilon_{qp}(k)]. \quad (3.111)$$

The following decomposition of the dynamical quasi-particle:

$$S_{DQ} = S^A_1 + S^A_2, \quad (3.112)$$

in the two terms:

$$S^A_1 = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega) A(k, \omega) \quad (3.113)$$

and

$$S^A_2 = \sum_k \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega) \left\{ \frac{\partial \text{Re} G(k, \omega)}{\partial \omega} \Gamma(k, \omega) - A(k, \omega) \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega} \right\}, \quad (3.114)$$

is also illustrative. This justifies somehow a naive generalization to the expression of the entropy that has been used in the literature [Coh60; Sed07] and which consists in approximating the entropy by Eq. (3.113). This is, of course, not based on basic principles, but it would be a natural extension of Eq. (2.72) to the case of the entropy. The dynamical quasi-particle entropy, however, goes beyond the naive quasi-particle approach. It introduces the corrections of Eq. (3.114) which,
as shall be seen later on, are non-negligible. Moreover, the contribution of each of the two terms can be very different depending on the density and temperature regimes considered.

The discussion, up to this point, has been limited to the $S_{\text{DQ}}$ term of Eq. (3.94). Nothing has been said so far about the $S'$ contribution of Eq. (3.95). This factor is supposed to account for high order correlations and, as it was shown in Ref. [Car75], it arises from the cancellation between two very similar terms, i.e. the temperature derivative of $T\Phi$ and the second term of Eq. (3.95). The only non-zero contributions that survive this cancellation come from terms in the perturbation expansion of $\Omega$ that have an even number of vanishing energy denominators. These were extensively analyzed in Ref. [Car75] and they were indeed identified as the terms that lead to the $T^3\ln T$ dependence of the specific heat of He$_3$. The diagrammatic analysis of this quantity is however quite complicated and shall not be discussed here. The most important conclusion that will be borrowed from Ref. [Car75] is that the terms with vanishing energy denominators yield $\delta$ functions in the diagrammatic contributions to the entropy. These correspond to real transitions in the system which, however, become negligible at low temperatures, due to phase space restrictions. All in all, $S'$ is small as long as the calculations are done in the low temperature regime. For the case of nuclear matter, temperatures up to $T = 20$ MeV will be taken into account, which can be considered sufficiently small in the nuclear physics context.

The $S'$ contribution will only be computed exactly within the Hartree-Fock theory in the following chapter. It will yield exactly zero, as expected for a quasi-particle approximation without vanishing energy denominators. For the more sophisticated computations of the SCGF method, $S'$ will be considered to be negligible. In this way, the formalism will be simplified because there will be no need to evaluate the $\Phi$ functional. This assumption, of course, needs to be validated, and that will be done in the final part of this Thesis. Neglecting $S'$ will lead to thermodynamical consistent results, and this will be taken as a confirmation of the fact that this contribution is small in the density and temperature range explored. The fact that $S'$ is so small within the ladder approximation might also be taken as a justification of the idea that short-range correlations are not so important in the calculation of the $\Phi$ functional (and the $S'$ contribution), which might be more affected by long-range correlations as well as by finite size effects. In addition, since it is precisely from the $S'$ contribution that all the anomalous temperature dependences (of the type $T^3\ln T$) of the entropy arise, restricting the calculations to the dynamical quasi-particle entropy $S_{\text{DQ}}$ will only give analytical ($S \sim T, T^3$) temperature dependences.

Finally, as it has been previously noted, the $\Phi$-functional approach can be used in the description of non-equilibrium systems. Within those approaches, it is important to find quantities that behave somehow like an entropy in equilibrium systems. These quantities must satisfy some kind of $H$-theorem that guarantees
that their time evolution is such that they always increase with time. In Ref. [Iva00], it was shown that, within certain Φ-derivable approaches out of equilibrium, an $H$-theorem could indeed be proved for a non-equilibrium kinetic entropy expressed in terms of the full Green’s function and the self-energy. When considering systems in thermal equilibrium, this kinetic entropy reduces to the sum of $S_{DQ}^{\text{loc}}$, the local or Markovian part of the kinetic entropy ($S_{\text{loc}}$ in the language of Ref. [Iva00]), plus $S'$, the memory or non-Markovian part of the entropy ($S_{\text{mem}}$). This expression, thus, coincides with the entropy of Eq. (3.93) and justifies the different physical origin of the $S_{DQ}^{\text{loc}}$ and $S'$ contributions.
Chapter 4

Hartree-Fock Approximation

The first approximation to the nuclear many-body problem that will be treated in this Thesis is the Hartree-Fock (HF) approach. Although the results obtained within this approximation from microscopic NN potentials are not realistic, it will be instructive to consider this method from first grounds. This will serve as an introduction to some interesting concepts (such as self-consistent renormalization) that will be used in the following chapters. In addition, this more or less easy-to-treat approximation is a testing ground for the more sophisticated many-body methods that will be used in the following chapters and allows for more transparent conclusions. Furthermore, in some fields of physics, especially in atomic physics, where correlations are not as relevant as in strongly interacting matter, the HF approximation is extensively used [Fis77]. In nuclear physics, the HF approximation is employed whenever one works with phenomenological density-dependent potentials, such as the Skyrme or the Gogny interactions, which mimic some of the many-body correlations that are lacking in the approach. In this chapter, the extension to finite temperature of the HF approach will be thoroughly described. The microscopic as well as the thermodynamical properties obtained within this approximation will provide us with a first look to the different aspects of the nuclear matter problem at finite temperatures.

4.1 Formulation in terms of $\Sigma$

In terms of the self-energy, the HF approximation arises from the two lowest order diagrams of Fig. 4.1. An analytical expression for these diagrams can be derived using the Feynman rules for the one-body propagator of Appendix B. From Eq. (B.3), the self-energy is found by eliminating the two free propagators in the extremes. This yields the following energy-independent expression:

$$\Sigma_{HF}(k) = \frac{-i}{-i\beta} \sum_{\nu_1} e^{z_{\nu_1} \eta} \int \frac{d^3k_1}{(2\pi)^3} \langle kk_1 | V | kk_1 \rangle A G_0(k_1, z_{\nu_1}).$$  (4.1)
4.1. Formulation in terms of $\Sigma$

\[ \Sigma_{HF} = \begin{array}{c}
\text{Diagram: A} \\
+ \text{Diagram: B}
\end{array} \]

Figure 4.1: **Diagrammatic representation of the Hartree-Fock self-energy.**

The sum over Matsubara frequencies can be performed analytically with the help of the techniques discussed in Appendix C. To compute it, the sum is transformed into an integral by applying Cauchy’s theorem to a complex function formed by the propagator times $-\beta f(z)$. This last function has poles of unit residue at the Matsubara frequencies, which is the reason why one can transform the sum into an integral. The circuit $C$ (see Fig. C.1) over which one integrates encircles the Matsubara frequencies in the positive sense. One can then deform this circuit to another one in which only the pole of the free single-particle propagator at $z = \varepsilon_0(k)$ is encircled in the negative sense. Applying the Cauchy theorem to this pole, one obtains the result:

\[
\frac{1}{\beta} \sum_{\nu_1} e^{z\nu_1} G_0(k_1, \nu_1) = f[\varepsilon_0(k_1)], \quad (4.2)
\]

which inserted in the expression for the self-energy yields:

\[
\Sigma_{HF}(k) = \int \frac{d^3k_1}{(2\pi)^3} \langle kk_1|V|kk_1 \rangle_A f[\varepsilon_0(k_1)]. \quad (4.3)
\]

This term has a well-known intuitive explanation. The direct self-energy (which would arise from considering only the direct term of the matrix element of the two-body interaction) is the “strength” that a fermion of momentum $k$ feels when it interacts (via the bare interaction) with the rest of occupied states of momentum $k_1$ (note the occupation factor $f[\varepsilon_0(k_1)]$). There is also a physical interpretation for the exchange contribution: an initial nucleon of momentum $k$ scatters with the medium and ends up in a momentum state $k_1$. In its turn, a nucleon from the medium with initial momentum $k_1$ scatters to a momentum $k$ and, since both nucleons are indistinguishable, this process has to be considered in the calculation of the self-energy. This also justifies the name of the term, since the initial nucleon has been exchanged for the final one. In terms of the single-particle propagator, these two processes are shown in Fig. 2.3

The HF approximation, however, goes beyond such a simple intuition. Computing the self-energy is only the first step to obtain the full HF propagator, which should be obtained from Dyson’s equation:

\[
G_{HF}(k, z) = \frac{1}{z - \frac{k^2}{2m} - \Sigma_{HF}(k)}. \quad (4.4)
\]
Diagrammatically speaking, Dyson’s equation sums the expansion of the Green’s function obtained from the iteration of irreducible self-energy pieces. Thus, in the propagator of the HF approximation, not only diagrams (a) and (b) of Fig. 2.3 but also those of Fig. 4.2 are included. Note that by means of Dyson’s equation a formal sum over an infinite series of diagrams, which includes terms to all orders in the perturbation expansion, has been performed. Among these diagrams one finds the iterated second order diagrams (a)-(d) of Fig. 2.4 as well as some other contributions to higher orders. Therefore, the HF propagator does not only account for the effect of a single (direct and exchange) scattering due to the bare potential, but it also includes a whole subset of infinite possible iterated scatterings (with mixed direct and exchange contributions) between the initial and the final nucleonic states.

4.2 Self-Consistent Hartree-Fock

The HF approximation sums an infinite series of diagrams when the one-body propagator is computed by means of Dyson’s equation. Nevertheless, as already explained in Chapter 2, one can sum a whole new bunch of diagrams in a relatively simple way by means of the self-consistent renormalization procedure. In terms of diagrams, this amounts to replacing all the free propagators in the self-energy diagrams by dressed propagators. For the HF approach, this is shown in detail in Fig. 4.3.

As commented in Section 2.7, self-consistent renormalization is implemented formally by means of an iterative procedure. Let us consider this procedure for the HF case. In a first step, one would compute a self-energy $\Sigma^{(1)}$ according to the diagrams of Fig. 4.1. Then, using Dyson’s equation, the single-particle propagator of Fig. 4.2 would be obtained. Now, if one intends to be truly self-consistent, this
propagator (instead of the free one) should be used to compute the self-energy in a second iteration. The self-energy $\Sigma^{(2)}$ would then be used to compute the propagator by means of Dyson’s equation. This could be inserted in the definition of the self-energy and a new $\Sigma^{(3)}$ is obtained, and so on.

In principle, as it has been already mentioned, the main difference between the SCHF and the usual HF method should come from the substitution of the bare propagator in the self-energy, Fig. 4.1, for a dressed propagator, like in Fig. 4.3. Yet, when one considers iteration by iteration the diagrams that come out in the self-consistent procedure, as it is done in Fig. 4.4, one finds new diagrams that are not contained in the original HF self-energy. Let us start with the $\Sigma^{(1)}$ contribution of Fig. 4.4, which contains the two lowest-order diagrams. A new propagator is computed from Dyson’s equation and, by closing a dressed line and attaching an interaction to it, one generates the second iteration self-energy, $\Sigma^{(2)}$. It is easy to see that, in this procedure, new self-energy diagrams (with respect to the HF approach) appear. These are produced by nesting two first order diagrams, for instance. Among these, one finds diagrams (e)-(h) of Fig. 2.4. Thus, with the help of the self-consistent procedure one can generate eight of the ten second order diagrams... Already at the SCHF level! In addition to these, a whole bunch of higher order diagrams (including self-energy insertions as well as nested diagrams) are formed. When generating these contributions, however, one should always take into account that the irreducible self-energy is formed by 1PI diagrams. Any attempt to include reducible diagrams should be avoided, for all the 1PR diagrams are already generated through the iteration of Dyson’s equation.

If this procedure could be carried out infinitely, the final Green’s function would be a self-consistent one, in the sense that the skeleton diagrams of the self-energy would be expressed in terms of propagators which would be equivalent to the fully dressed propagator within that given approximation. In the case sketched in Fig. 4.4 for instance, if the full infinite self-consistent procedure could be carried out, the final result would be that of the diagram in Fig. 4.3 and the self-energy would be given in terms of the full propagator, instead of the bare one. The dressing of these lines involves necessarily a self-consistent procedure and this is why one calls this the Self-Consistent Hartree-Fock (SCHF) approach.

In addition to summing a more complete series of diagrams, the SCHF approx-
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imation also solves a “conceptual” inconsistency of the HF approach. Consider once again diagram (a) of Fig. 2.3. The fermion in the propagator line interacts with another fermion from inside the system. Yet, this second particle is described in terms of a free propagator. It is clear that, to be fully consistent, one should use a full single-particle propagator instead of a bare one or, in other words, one should dress the internal propagator in all the self-energy diagrams. And this is precisely what the SCHF method achieves. Moreover, one expects this self-consistent method to be especially required at larger densities, where in-medium particles need to be necessarily dressed. The need of self-consistency can be intuitively understood from the following reasoning. The propagation of a fermion inside a many-body system is given in terms of the one-body Green’s function. Yet, this propagation modifies the properties of the surrounding fermions, which are also described by Green’s functions. Thus a determination of the full Green’s function needs a self-consistent procedure where both the propagated particle and its effects on the surroundings are taken into account at the same level.

It has already been mentioned that to find the exact SCHF self-energy one should perform, in principle, an infinite number of iterations. In terms of the analytical equations, however, one can write down easily the final result for the self-energy in the SCHF approximation. Once convergence is reached, the only difference between the SCHF self-energy and the HF self-energy comes from the substitution, in Eq. (4.1), of the free propagator $G_0$ for a dressed propagator $G$. This corresponds of course to the analytical expression of the diagrams of Fig. 4.3. One can then perform the Matsubara summation to find the result:

$$\Sigma_{SCHF}(k) = \int \frac{d^3k_1}{(2\pi)^3} \langle kk_1 | V | kk_1 \rangle_A f[\varepsilon_{SCHF}(k_1)]. \quad (4.5)$$

The main difference between the previous equation and Eq. (4.1) comes from the single-particle spectrum, $\varepsilon(k)$, in the Fermi-Dirac distribution. While in the HF method the kinetic spectrum $\varepsilon_0(k) = \frac{k^2}{2m}$ is used, in the SCHF approach one uses a medium-modified spectrum, $\varepsilon_{SCHF}(k) = \frac{k^2}{2m} + \Sigma_{SCHF}(k)$. The SCHF self-energy is a part of this spectrum and thus can be thought of as a kind of interaction single-particle energy. This is the so-called mean-field, already introduced in Chapter 1, which represents the mean interaction energy that a fermion feels because of the presence of the remaining fermions in the system.

4.3 Formulation in terms of $G_{II}$

There is an equivalent formulation of the SCHF approximation which is not based on applying diagrammatic “intuition” to the self-energy. Instead, a decoupling of the equation of motion for the one-body propagator is performed at the two-body level. Moreover, this procedure includes self-consistent effects from the beginning.
4.3. Formulation in terms of $\mathcal{G}_{II}$

First Iteration

\[ \Sigma^{(1)} = \ldots + \ldots \]

\[ = \begin{pmatrix} 1 \\ -1 - \Sigma^{(0)} \end{pmatrix} = \ldots + \ldots + \ldots + \ldots + \ldots + \ldots \]

Second Iteration

\[ \Sigma^{(2)} = \ldots + \ldots = \ldots + \ldots + \ldots + \ldots + \ldots \]

\[ = \begin{pmatrix} 1 \\ -1 - \Sigma^{(1)} \end{pmatrix} = \ldots + \ldots + \ldots + \ldots + \ldots + \ldots \]

Third Iteration

\[ \Sigma^{(3)} = \ldots + \ldots = \ldots + \ldots + \ldots + \ldots + \ldots \]

\[ + \ldots + \ldots + \ldots + \ldots + \ldots \]

Figure 4.4: First, second and third iterations in the Self-Consistent Hartree-Fock approach. The super-indices (1), (2) and (3) denote the iteration in which the self-energy and the one-body propagator have been computed.
Figure 4.5: Diagrammatic representation of the two-body propagator. All the first order and some second and third order diagrams are shown.

One can however see that the two formulations (diagrammatic and decoupling approach) are equivalent. Indeed, for the HF approach one can draw the decoupling in terms of diagrams, which allows for an easy comparison between this and the purely diagrammatic method. As explained thoroughly in Refs. [Mat71; Mat92], some decouplings of the hierarchy of the equations of motion for the propagators can lead to equivalent diagrammatic methods, where partial sums of infinite diagrams are performed. Note, however, that not all the decouplings lead to suitable diagrammatic sums.

Consider the equation of motion for the one-body propagator, Eq. [2.99]. Using the free propagator, one can recast the differential equation into an equivalent integral equation:

\[
G(1, 1') = G_0(1, 1') - i \int d\vec{2} \int d\vec{3} \ G_0(1, \vec{2}) V(\vec{2} - \vec{3}) \ G_{II}(\vec{3} \vec{2}; \vec{3} + \vec{1}') .
\] (4.6)

To solve the equation for the one-body propagator one needs as an input the two-body Green’s function. This is sometimes also called a four-point function, because it has two “input” space-time points as well as two “outputs”. The two-body Green’s function is shown in terms of diagrams in Fig. [4.3]. In general, the two-body propagator will include all kinds of complex processes involving a couple of one-body excitations. These two individual propagators can either be disconnected or
connected. In the first case, the excitations propagate independently of each other but interacting with the medium. In the case of connected contributions, the two one-body propagators can either be connected by single or multiple interactions or, in more complex processes, by more complicated medium polarizations. Fig. 4.5 gives an insight on the variety of diagrams that contribute to the two-body Green’s function. The multiple topologies and structures that appear already at second and third order give a hint on the difficulty of computing all the contributions to the two-body propagator in any many-body approach.

The lowest order approximation to \( G_{II} \) that one can think of, is the truncation of the diagrammatic expansion in its two first terms. The two-body propagator is then given by the direct and exchange propagation of two particles that do not interact among each other neither with the medium, as depicted in Fig. 4.6. By considering these two contributions, the propagation of the two particles in the medium is taken to be independent, in the sense that the two one-body propagators are disconnected. Such an approach might be useful for physical systems where the densities are low and the interactions are relatively weak. In this case, particles will not “feel” the presence of the rest of the system and thus a pair can be treated as propagating independently. For systems at higher densities, however, it would be more sensible to decouple the two-body propagator in terms of two independent propagators which are dressed, as shown in Fig. 4.7. In this way, the equations are kept at a manageable level and the single-particle propagators include already the infinite sum carried out for the self-consistent procedure. Note that this is more sophisticated than the guess of Fig. 4.6 but is still quite simplistic because it neglects all the interaction effects between the pair of particles that propagate in the medium. This justifies somehow why this approximation does not work for nuclear matter, where the densities are relatively high and in addition the interactions are qualitatively strong.

Consider thus that one does not take into account any correlation at the two-particle level for the two-body propagator. The two-body Green’s function is then simply given by the product of two (dressed) single-particle propagators:

\[
G_{II}(12; 1'2') = G(1, 2)G(1', 2') - G(1, 2')G(1', 2),
\]

(4.7)
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where the symmetry $G_{II}(12;1'2') = -G_{II}(21;1'2')$ has been used to find the relative sign of the exchange term. Using the definition of the self-energy, Eq. (2.115), one can find a generic expression for the HF self-energy:

$$
\Sigma(1,1') = -i\delta(1 - 1') \int d2V(1 - 2)G(2,2^+) + iV(1 - 1')G(1,1').
$$

(4.8)

The delta function signals the fact that the self-energy is an instantaneous function of time in the HF approximation. Fourier transforming the space and time variables of the previous expression, one finds precisely Eq. (4.5). Thus, the self-energy of the SCHF case can be recovered from the “lowest-order” decoupling of the hierarchy of the equations of motion (lowest in the sense that the propagation of the particles is treated as independent). Note also that, although this approach has been presented as a diagrammatic expansion for $G_{II}$, it is indeed not of a true diagrammatic nature. Instead, one could have stated the same ideas by simply making the ansatz of Eq. (4.7). This ansatz is a truncation of the equation of motion for the one-body propagator and thus its origin is different to the diagrammatic approach of the previous section. In the following chapter, the ladder approximation will also be derived from a decoupling approximation.

4.4 Partial wave expansion

Up to this point, the discussions about many-body approaches, diagrammatic techniques and Green’s functions have been quite generic. In this section, in contrast, a first application to the nuclear matter case will be discussed. Starting from a microscopic NN interaction, which will be decomposed into partial waves, the SCHF approximation is explicitly calculated for the nuclear matter case. As explained before, this is an infinite homogeneous system of nucleons at fixed density and temperature. If not mentioned otherwise, the system is supposed to be saturated in spin (the densities of the spin up nucleons is the same as that of the spin down nucleons), as well as in isospin (the system is composed by the same number of pro-
tons and neutrons). In this case, one speaks of symmetric nuclear matter, whereas asymmetric nuclear matter contains a certain degree of isospin asymmetry.

A nucleon immersed in nuclear matter is characterized by a series of quantum numbers. Since nuclear matter is an infinite system, the single-particle momentum $k$ is an appropriate quantum number. In addition, one has to specify a given spin $s$ as well as its third component, that will be denoted with the Greek equivalent character, $\sigma$. For the isospin degree of freedom, one has to specify the total isospin $t$ and the third component $\tau$. A nucleon has a total spin $s = 1/2$ and a total isospin $t = 1/2$, and thus sometimes these will not be specified. The third component of isospin, however, describes which nucleonic component is studied: $\tau = -1/2$ corresponds to a neutron, while $\tau = 1/2$ corresponds to a proton. Thus, the third component needs to be considered explicitly in the calculations.

All of these quantum numbers are associated to single-particle nucleonic states of the system. Yet, it turns out that, in the nuclear many-body case, a coupled two-nucleon basis that takes advantage of the symmetries of the NN potential is much more convenient. The quantum numbers in this two-nucleon basis will be denoted by capital letters. For instance, the total angular momentum will be written $J$ and its third component $m_J$. At some point, a change from the uncoupled (single-particle) basis, in which Feynman diagrams are formulated, to the coupled (two-particle) basis, in which the NN potential is given, will have to be introduced. Once an expression for the self-energy in terms of the NN potential in the coupled basis is available, a partial wave decomposition of the NN interaction will also be performed. In that way, one can handle easily the NN potential because, for a given partial wave, it will only depend on one diagonal relative momentum.

Consider the SCHF self-energy for a nucleon with third spin-isospin components $\sigma$ and $\tau$. It consists of a sum over all the allowed internal momenta, spin and isospin diagonal states, $k', \sigma'$ and $\tau'$:

$$\Sigma_{\sigma\tau}(k) = \sum_{\sigma'\tau'} \frac{d^3k'}{(2\pi)^3} \langle k\sigma\tau, k'\sigma'\tau' | V | k\sigma\tau, k'\sigma'\tau' \rangle_A n(k').$$

Note that the label “SCHF” has been dropped for convenience and that in the previous expression the momentum distribution $n(k)$ is given by the Fermi-Dirac distribution computed at the quasi-particle energies, $f[\varepsilon_{SCHF}(k)]$. For symmetric nuclear matter, it is useful to take an average over the external spin-isospin quantum numbers $\sigma$ and $\tau$, with their corresponding degeneracy factors:

$$\Sigma(k) = \frac{1}{(2s+1)(2t+1)} \sum_{\sigma\tau} \Sigma_{\sigma\tau}(k)$$

$$= \frac{1}{(2s+1)(2t+1)} \sum_{\sigma\tau} \sum_{\sigma'\tau'} \frac{d^3k'}{(2\pi)^3} \langle k\sigma\tau, k'\sigma'\tau' | V | k\sigma\tau, k'\sigma'\tau' \rangle_A n(k').$$

Let us now transform the matrix elements, given in terms of the single-particle momenta, $k$ and $k'$, to states expressed in terms of the relative momentum, $q =
1/2(k − k'):

$$|k\sigma\tau, k'\sigma'\tau'\rangle_A = |q; \sigma\tau, \sigma'\tau'\rangle - |q; \sigma'\tau', \sigma\tau\rangle.$$

(4.11)

Note that the direct and exchange components of the ket have been expressed separately. Furthermore, the kets on the right-hand-side of the previous equation should include an explicit dependence on the center-of-mass momentum which, however, has been omitted because the NN potential does not depend on this quantity. This is the first step in the transformation from the single-particle to the two-nucleon coupled basis mentioned above. The next one is the introduction of the total spin, $\vec{S} = \vec{\sigma} + \vec{\sigma'}$, and total isospin, $\vec{T} = \vec{\tau} + \vec{\tau'}$, of the pair of nucleons. This is done with the help of the Clebsch-Gordan coefficients, $(jj'mjm'j|JmJ)$, which connect the uncoupled basis, described in terms of the “single-particle” angular momenta $j$ and $j'$, to the coupled basis, given in terms of the total angular momentum $\vec{J} = \vec{j} + \vec{j'}$:

$$|k\sigma\tau, k'\sigma'\tau'\rangle_A = \sum_{SmS TmT} \sum_{SmS TmT} (ss'\sigma'\sigma|SmS)(tt'\tau'\tau'|TmT)qSmS TmT$$

$$- \sum_{SmS TmT} \sum_{SmS TmT} (s's\sigma'\sigma|SmS)(t't\tau'\tau'|TmT)|qSmS TmT\rangle.$$

(4.12)

The kets in the previous equation still depend on the relative wave vector $q$. One can decouple the ket’s dependence in the modulus $q$ and the direction $\hat{e}_q$ of this vector by means of the partial wave expansion:

$$|q\rangle = \sum_{L=0}^{\infty} \sum_{m_L=-L}^{L} |qLm_L\rangle Y^*_Lm_L(\hat{e}_q),$$

(4.13)

where $Y^*_Lm_L$ denotes the spherical harmonic of order $L$. The ket can then be rewritten as follows:

$$|k\sigma\tau, k'\sigma'\tau'\rangle_A = \sum_{Lm_L SmS TmT} \sum_{Lm_L SmS TmT} \sum_{Lm_L SmS TmT} |qLm_LSmSTmT\rangle$$

$$\times \left[ (ss'\sigma'\sigma|SmS)(tt'\tau'\tau'|TmT)Y^*_Lm_L(\hat{e}_q) \right.$$

$$\left. - (s's\sigma'\sigma|SmS)(t't\tau'\tau'|TmT)Y^*_Lm_L(-\hat{e}_q) \right].$$

(4.14)

This expression can be further simplified by using the following property of the spherical harmonics:

$$Y^*_Lm_L(\hat{e}) = (-1)^LY^*_Lm_L(-\hat{e}),$$

(4.15)

as well as the following relation for the Clebsch-Gordan coefficients:

$$(jj'mjm'j|JmJ) = (-1)^{j-j'} (j'jmjmJ|JmJ).$$

(4.16)
Note that when one applies this last equation to the case of the spin and isospin of the nucleon, one can profit from the fact that $s + s' = t + t' = 1$. With all this in mind, the ket can be expressed as:

$$|k\sigma, k'\sigma'\rangle_A = \sum_{Lm_L} \sum_{Sm_S} \sum_{Tm_T} \left[ 1 - (-1)^{L+S+T} \right] |qLm_LSm_STm_T\rangle \times \left( ss'S\sigma'|Sm_S\right) \left( tt'T\tau'|Tm_T\right) Y^*_{Lm_L}(\hat{e}_q).$$ (4.17)

The factor $[1 - (-1)^{L+S+T}]$ is now carrying all the restrictions imposed by the antisymmetrization of the ket state. This factor, which yields either zero or two, corresponds to a selection rule for the partial waves with

$$L + S + T = \text{odd}.$$ (4.18)

In other words, in the NN interaction all of those partial waves with an even $L + S + T$ sum will not need to be considered.

In Chapter[1] the properties of the NN interaction have been briefly sketched. Among these, the importance of the tensor component is remarkable. This component is characterized by the fact that it couples bras and kets with different angular momenta, $L$ and $L'$. Thus the angular momentum $L$ is not a good quantum number of the nuclear interaction. Instead, one introduces the total angular momentum, $\vec{J} = \vec{L} + \vec{S}$, which is indeed conserved by the NN force. A new recoupling is necessary to express the ket in terms of states with total angular momentum $J$:

$$|k\sigma, k'\sigma'\rangle_A = \sum_{Jm_J} \sum_{Sm_S} \sum_{Tm_T} \left[ 1 - (-1)^{L+S+T} \right] |qLSJm_JTm_T\rangle (LSm_LS|Jm_J) \times \left( ss'S\sigma'|Sm_S\right) \left( tt'T\tau'|Tm_T\right) Y^*_{Lm_L}(\hat{e}_q).$$ (4.19)

The quantum numbers $S, T$ and $J$ as well as the third components $m_J$ and $m_T$ are conserved by the NN interaction. Yet the strong force can couple different partial waves, $L$ and $L'$. It is thus clear that a NN matrix element can be written as:

$$\langle qLSJm_JTm_T|V|q'L'S'J'm_{J'}T'm_{T'}\rangle = \delta_{SS'}\delta_{TT'}\delta_{JJ'}\delta_{m_Jm_{J'}}\delta_{m_Tm_{T'}} \langle q|V^{IST}_{LL'}|q'\rangle.$$ (4.20)

In the HF case, only matrix elements of the force which are diagonal in momentum are needed. Introducing the previous expressions for the bra and the ket in the coupled basis at both sides of the matrix elements of the interaction and using the delta functions to perform some trivial sums, the expression for the SCHF
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self-energy reads:

\[
\Sigma(k) = \frac{1}{(2s + 1)(2t + 1)} \sum_{JST, LL', SS'} \left[ 1 - (-1)^{L+S+T} \right] \frac{d^3k'}{(2\pi)^3} \langle q | V_{JST}^{LL'} | q \rangle n(k') \tag{4.21}
\]

\[
\times \sum_{mS,mS'} (ss'\sigma\sigma'|Sm_S)(ss'\sigma\sigma'|Sm_{S'} \sum_{mt, \tau\tau'} (tt'\tau'\tau'|Tm_T)(tt'\tau'\tau'|Tm_T) \times \sum_{mJ, mL, mL'} \sum_{LL', \sigma\sigma'} (LSm_L|m_J)(L'Sm_{L'}|m_J)Y_{Lm_L}(\hat{e}_q)Y_{L'm_{L'}}^*(\hat{e}_q). \tag{4.22}
\]

Most of the sums in the previous expressions can be easily carried out by exploiting the orthonormality condition for the Clebsch-Gordan coefficients:

\[
\sum_{mJ, mL} (jj'|jm_J)(jj'|jm_{J'}) = \delta_{J,J'}\delta_{m_Jm_{J'}} . \tag{4.23}
\]

The same can be done for the sum over third isospin components, yielding a factor \((2T+1)\). All in all, the self-energy reads:

\[
\Sigma(k) = \frac{1}{(2s + 1)(2t + 1)} \sum_{JST, LL', SS'} \left[ 1 - (-1)^{L+S+T} \right] \frac{d^3k'}{(2\pi)^3} \langle q | V_{JST}^{LL'} | q \rangle n(k') \tag{4.21}
\]

\[
\times \sum_{mJ, mL, mL'} \sum_{LL', \sigma\sigma'} (LSm_L|m_J)(L'Sm_{L'}|m_J)Y_{Lm_L}(\hat{e}_q)Y_{L'm_{L'}}^*(\hat{e}_q). \tag{4.24}
\]

Additionally, one can use the symmetry property of the Clebsch-Gordan coefficients:

\[
(jj'|jm_J)(jj'|jm_{J'}) = (-1)^{j-J+m_J+m_{J'}} \sqrt{\frac{2j+1}{2J+1}} \sqrt{\frac{2J+1}{2j+1}} (Jj'm_J - m_{J'}|jm_J) , \tag{4.25}
\]

to exchange the \(L\) and \(J\) indices in the coefficients of the previous equation and find:

\[
\sum_{mJ, mL, mL'} (LSm_L|m_J)(L'Sm_{L'}|m_J) = \delta_{LL'} \frac{2J+1}{2L+1} \sum_{mL} \delta_{mLm_{L'}} . \tag{4.26}
\]

The final step comes out from the addition theorem for spherical harmonics,

\[
\sum_{mL} Y_{Lm_L}(\hat{e})Y_{L'm_{L'}}^*(\hat{e}') = \frac{2L+1}{4\pi} P_L(\hat{e} \cdot \hat{e}') , \tag{4.27}
\]
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as well as from the fact that the Legendre polynomials fulfill the condition $P_L(x = 1) = 1$. The sum over $m_L$ can thus be carried out straightforwardly and the final result for the SCHF self-energy reads:

$$\Sigma_{SCHF}(k) = \frac{1}{16\pi} \sum_{JLST} \left[ 1 - (-1)^{L+S+T} \right] (2T + 1)(2J + 1) \times \int \frac{d^3k'}{(2\pi)^3} \langle q|k,k'|V_{LST}^{JST}|q|k,k'\rangle n(k'). \quad (4.28)$$

The notation $q[k,k']$ has been introduced to remind the reader that the relative momentum $q$ depends on the single-particle momenta $k$ and $k'$. From the numerical point of view, a suitable technique is needed to perform the previous integral. One usually discretizes the momenta inside the integrand in such a way that the integral can be numerically performed in an optimal way. In this case, since the potential and the momentum distributions are well-behaved functions, one can use a simple set of $N_{k'} = 50$ equally spaced internal momenta, $k'_n$. The external momentum $k$ is also discretized and placed on the $z$-axis. Thus, for each pair of $k_m$ and $k'_n$, a set of $N_\theta = 10$ values of the angle $\theta_{mn}$ of $k'$ with respect to the $z$-axis is chosen. Note that the matrix elements need to be computed, for each $k_m$, $k'_n$ and $\theta_{mn}$ (and for each partial wave), at the values of the relative momentum $q = \frac{1}{2} \sqrt{k_m^2 + k'_n^2 - 2k_mk'_n \cos \theta_{mn}}$. With these quantities at hand, one can then sum over partial waves and compute the remaining integral by means of, for instance, a trapezoidal rule.

4.5 Microscopic results

In this section the results for the microscopic quantities concerning symmetric nuclear matter for the HF and SCHF approaches will be given. In this way, the effects of self-consistency as well as the effects induced by interactions treated at the lowest order will be highlighted. All the results presented here have been obtained with the CDBONN potential [Mac96], with all the partial waves up to $J = 8$.

The discussion will start with the self-energy (or mean-field) of a nucleon in nuclear matter. This quantity is given in the HF approximation by Eq. (4.3), whereas in the SCHF approach it is given by Eq. (4.5). Note once again that the only difference between these two quantities comes from the momentum distribution. While in the HF case this is given by the free distribution, $n(k) = f[\frac{k^2}{2m}]$, in the SCHF case the momentum distribution is given by the self-consistent mean-field spectrum, $n(k) = f[\frac{k^2}{2m} + \Sigma_{SCHF}(k)]$. However, if one works at fixed density, this will not be the only difference between both expressions. The Fermi-Dirac distribution appearing in the two momentum distributions carries two extra parameters: the temperature $T$ and the chemical potential $\mu$. In principle, one should work in the
grand-canonical ensemble, i.e. giving the thermodynamical state of the system in terms of its temperature and chemical potential. In practice, however, it is more intuitive to work with a system at fixed temperature and density. The latter quantity is fixed by means of the following relation:

\[ \rho = \nu \int \frac{d^3k}{(2\pi)^3} n(k, \tilde{\mu}), \]  

(4.29)

where the dependence on the microscopic chemical potential has been explicitly taken into account. It is clear that if, for a given density, two different momentum distributions are used (in this case, the HF and SCHF momentum distributions), two different chemical potentials will be obtained. Thus, in the comparison of the microscopic quantities derived within the HF and the SCHF approach one should always be aware of the fact that not only the effects of self-consistency but also those coming from the differences in chemical potentials are being highlighted.

The HF and SCHF approximations are studied in the following iterative self-consistent method. In the first step, a temperature and a density are specified. One solves then Eq. (4.29) to find the chemical potential \( \tilde{\mu}^{(0)} \), by using the free quasi-particle spectrum \( \epsilon^{(0)}(k) = \frac{k^2}{2m} \). Once the chemical potential is set, the first iteration momentum distribution, \( n^{(0)}(k) \) is defined. This is actually the momentum distribution in the HF approximation, which also corresponds to the free momentum distribution at that density and temperature. \( n^{(0)}(k) \) can then be used to compute the first iteration of the self-energy, \( \Sigma^{(0)} \), via Eq. (4.28). This first iteration of the self-energy corresponds, once again, to the HF self-energy. The self-energy \( \Sigma^{(0)} \) defines the quasi-particle spectrum, \( \epsilon^{(1)}(k) = \frac{k^2}{2m} + \Sigma^{(0)}(k) \), which is then used in Eq. (4.29) to find a new chemical potential, \( \tilde{\mu}^{(1)} \). With the new momentum distribution, \( \Sigma^{(1)} \) is computed and from it the quasi-particle spectrum can be obtained. Typically 5 iterations are enough to achieve self-consistency at an accurate level, i.e. the quantities \( \tilde{\mu}^{(i)}, n^{(i)}(k), \Sigma^{(i)} \) and \( \epsilon^{(i)} \) do not change appreciably for \( i > 5 \).

Some of the results shown in this section correspond to the zero temperature case. They help us in understanding how relevant temperature effects are in the HF case. It is thus interesting to note the fact that, at zero temperature, the philosophy of the HF approximation is somewhat different to the one at finite temperature. Strictly speaking, at zero temperature no self-consistency is needed because the HF and the SCHF methods coincide. This is not difficult to understand considering the fact that, at zero temperature, there is a single momentum distribution, \( n(k) = \Theta(k_F - k) \), for both cases. Thus there is no effective difference between the HF and SCHF self-energies and a single iteration is needed to achieve full convergence at zero temperature. This can also be seen in terms of diagrams. Consider the self-energy diagrams obtained in the second iteration in Fig. 4.4. The self-energy is the sum of the two first order diagrams plus higher order terms. In all these higher order diagrams, however, there is a particle and a hole in the same momentum state. At zero temperature, however, a particle and a hole cannot have equal
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Figure 4.8: SCHF (dashed line) and HF (dotted line) results for the self-energy of a nucleon in nuclear matter at densities $\rho_0/2$, $\rho_0$ and $2\rho_0$ at $T = 20$ MeV. The $T = 0$ result is also shown (full line).

momenta and thus each of these diagrams vanishes exactly. An example of this is the third diagram in the second iteration of Fig. 4.4 (note that this corresponds to diagram (e) in Fig. 2.4). Since this contribution is zero, the rest of contributions involving insertions on this diagram will also be zero. At the end of the calculation, one is thus left with the HF propagator at zero temperature, which is already self-consistent.

In Fig. 4.8, the HF self-energy at zero temperature is shown at three different densities, $\rho_0/2$, $\rho_0$ and $2\rho_0$, with $\rho_0 = 0.16$ fm$^{-3}$ the experimental saturation density of nuclear matter, in full lines. In addition, the SCHF self-energy at the corresponding densities and a temperature of $T = 20$ MeV is shown in dashed lines. The HF results at this temperature (once again these correspond to the first iteration of the SCHF procedure, in which a free momentum distribution is used) are displayed in dotted lines. In the three cases the density dependence is very similar. At higher densities, the self-energy at $k = 0$ becomes more attractive, while the momentum dependence becomes stiffer. Note that the attractive or repulsive nature of the SCHF self-energy depends on the bare NN interaction which is used [Fri04b]. In addition, there is a clear separation between the results at different temperatures. The HF results at zero temperature are the most attractive for all momenta. This might be due to the fact that, in the finite temperature self-energy, the integration over momentum is carried to higher momenta due to the thermal occupation factors. Therefore, the repulsive short-range core of the
NN interaction is explored and the results at $T \neq 0$ are more repulsive than in the totally degenerate case. The differences between the two curves at finite temperature are caused by the self-consistency effects that appear through the momentum distributions. In particular, the HF self-energy is more repulsive than the SCHF one in the whole momentum range. This can be explained in the same terms as above for, as it can be seen in Fig. 4.9, the HF momentum distribution tends to populate more high-momentum states than the SCGF one. It is also interesting to note that the differences between the three approaches disappear as the momentum increases. This can be understood from the fact that high momentum states do not feel the Pauli blocking so much. Thus the modifications induced by a change in the momentum distributions are less important in the high momentum regions. Still, the effect of self-consistency is to shift the spectra to more attractive values, which yields a more realistic description. Finally, let us note that while the differences in $\Sigma(k = 0)$ between the SCHF and the $T = 0$ case are always similar, of about 5 – 6 MeV, the difference between the HF and the SCHF case at $T = 20$ go from 2 MeV at $\rho = \rho_0/2$ to around 10 MeV for the highest density, $2\rho_0$. This agrees with the general idea that self-consistency effects become more important with increasing densities.

Fig. 4.9 shows in full lines the momentum distributions of the HF approach at zero temperature for the three densities, $\rho_0/2, \rho_0$ and $2\rho_0$. The momentum
distribution for the SCHF approximation at these densities and a temperature of $T = 20$ MeV are given in dashed lines. Finally, the HF momentum distribution at the same densities and temperature are displayed in dashed lines. At zero temperature the momentum distribution is given by a step function: for momenta below the Fermi momentum the states are fully occupied, while above the Fermi surface the states are completely empty. For the finite temperature case, this structure is somewhat different, and all the states above and below the Fermi surface are thermally occupied according to the Fermi-Dirac distribution at the corresponding quasi-particle energies (free spectra for HF, self-consistent spectra for SCHF).

The depletion, $d(k)$, is defined as the value $d(k) = 1 - n(k)$. For the HF case at zero temperature, it is clear that $d(k) = 0$ for $k < k_F$. When higher-order correlations are included, however, the depletion of the lowest momentum state can yield non-zero results [Dic05a]. Thus, $d(k)$ is somehow a measure of the importance of correlations that go beyond the mean-field approach. For the thermal case, the situation is again different. For $k = 0$ in the finite temperature HF approximation, for instance, it is clear from Fig. 4.9 that the momentum distribution (corresponding essentially to that of the free case) is already depleted. Note that when the correlated case is studied at finite temperature, the depletion given by thermal effects will need to be somehow disentangled from that coming from dynamical higher order correlations.

Moreover, already for correlations at the lowest order, the depletion of the HF and the SCHF cases is somewhat different. In the particular case of Fig. 4.9, for the three densities considered, the values of the HF depletion at $k = 0$ are $d(k = 0) = 0.43, 0.22$ and $0.07$ respectively. Again, this depletion is purely due to the thermal distribution of the states, since the HF distribution function essentially corresponds to the free case. In the case of SCHF, however, the depletions become $d(0) = 0.31, 0.07$ and $0.004$. The difference between the two cases is related to the interplay between the chemical potential and the self-energy. Consider the expression for the zero-momentum occupation of the HF case:

$$n_{HF}(k = 0) = \frac{1}{1 + e^{-\beta \mu_{HF}}}, \quad (4.30)$$

and of the SCHF case:

$$n_{SCHF}(k = 0) = \frac{1}{1 + e^{-\beta \Delta \mu}}, \quad (4.31)$$

where $\Delta \mu = \mu_{SCHF} - \Sigma_{SCHF}(0)$. For a given temperature and density, it is easy to see that, if $n_{SCHF}(0)$ has to be higher than $n_{HF}(0)$, then the relation $\mu_{HF} < \Delta \mu$ must hold. This is indeed the case, as it can be seen in Table 4.1. It is also interesting to note that although the HF and the SCHF momentum distributions are normalized to the same density, the HF approximation yields a larger depletion than the SCHF one. Thus, if both of them have to be equally normalized, this
Table 4.1: HF and SCHF chemical potentials at fixed temperature and three different densities. The fourth column shows the difference between $\mu_{SCHF}$ and the $k=0$ self-energy in this approximation.

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>$\mu_{HF}$ [MeV]</th>
<th>$\mu_{SCHF}$ [MeV]</th>
<th>$\Delta \mu$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_0$</td>
<td>25.60</td>
<td>6.569</td>
<td>50.34</td>
</tr>
<tr>
<td>$2\rho_0$</td>
<td>51.84</td>
<td>36.18</td>
<td>110.8</td>
</tr>
</tbody>
</table>

necessarily implies that the HF momentum distribution leads to larger occupancies for high momentum states, as observed in Fig. 4.9.

The density dependence of $n(k)$ is also interesting. With increasing density, the thermal momentum distributions get closer to the zero temperature one. At constant temperature and increasing density, the ratio between the temperature and the free Fermi energy, $x = T/\varepsilon_F$, gets closer to zero. The free Fermi energy $\varepsilon_F = k_F^2 / 2m$ is the energy scale associated to the density in (free) fermionic systems. Thus, the ratio between the temperature and $\varepsilon_F$ sets the relative importance of temperature and density effects in the system. Indeed, this dimensionless quantity defines two very different physical regimes when considered in two opposite limits. For $x \ll 1$, the system is said to be in the degenerate limit, characterized by low temperatures relative to the energy scale associated to the density. The properties of the degenerate system are essentially those of the zero temperature system, and any thermal effect can be studied from an expansion at low $x$ of the finite temperature equations (see Appendix D). On the other hand, for $x \gg 1$ the system lies in the classical limit, at relatively large temperatures with respect to the density. In this case, the physical properties of the system are essentially those of the classical interacting gas and there is also a well-defined expansion on $1/x$ which takes into account quantal effects at lowest order (see Appendix D). This helps in understanding why the momentum distributions of the $\rho = 2\rho_0$ case in Fig. 4.9 are close to the zero temperature case. For that case $x \sim 0.35$ and thus the system lies close to the degenerate limit, where the thermal effects are to be small. For the lowest density case, on the other hand, although the system is not yet lying in its classical regime, the thermal effects are much more important, as it can be seen from the very different momentum distribution as compared to the zero temperature case.

Another important microscopic quantity is the effective mass. This is obtained from the single-particle spectrum by means of the following derivative:

$$\frac{m^*}{m} = \frac{1}{2m} \left( \frac{d\varepsilon(k)}{dk^2} \right)^{-1} = \frac{1}{1 + 2m \frac{d\Sigma(k)}{dk^2}}. \quad (4.32)$$

From a purely kinetic spectrum, one would readily obtain $m^* = m$. When interactions are introduced in the system, however, the in-medium quasi-particle
energies change and in that case the effective mass measures the stiffness of the spectrum. Usually, the effective mass is quoted at the Fermi surface (i.e. it is computed at \( k = k_F \)) and for a generic interaction it may depend on both density and temperature. For the SCHF approach, the effective mass at the Fermi surface for several densities is shown in Fig. 4.10. To pin down the temperature effects on this quantity, the zero temperature effective mass (solid line) is compared to the \( T = 20 \) MeV one (dashed line). The effective mass is a clearly decreasing function of the density, which corresponds to the intuitive idea that at lower densities the quasi-particles hardly interact with each other and thus their spectrum is closer to the kinetic one. This explains also why, for the lowest densities \( m^*/m \to 1 \). This can be understood more rigorously from Fig. 4.8 where the spectra are clearly seen to be more stiff with increasing density and therefore the effective masses become lower with increasing density. The temperature has a small influence on the effective mass and changing from 0 to 20 MeV makes the effective mass slightly higher, always within a 10% from the \( T = 0 \) case. Once again, the idea that the effective mass is closer to the free one when temperature increases agrees with the fact that once the thermal effects are taken into account, the spectra become less stiff. Finally, at saturation density and \( T = 0 \) for the SCHF approach the effective mass \( m^*/m \sim 0.64 \). This is a somewhat low value, that changes substantially once correlations are included in the system. These calculations do not have to be taken as realistic, but they are useful in grasping roughly the density and temperature
dependences of these quantities. This will allow us to disentangle in an easier way the thermal and density effects induced by correlations in the following chapters.

### 4.6 Macroscopic results

In this subsection, the thermodynamical macroscopic properties of nuclear matter studied within the SCHF method at finite temperature will be discussed. Of course, the results are not realistic because the SCHF lacks most of the correlations needed to correctly describe nuclear matter from realistic NN potentials. Yet, the density and temperature dependences of the thermodynamical quantities obtained in this method are quite generic and their understanding may allow us for a better comprehension of the results of the correlated case.

In the first place, the energy per particle will be considered. One can obtain a direct formula of the energy in terms of the temperature and density dependent SCHF self-energy from very general grounds \[Fet71\]. However, to keep the consistency in the presentation of the results, the energy per particle will be derived from the GMK sum rule, Eq. (2.103). From Dyson’s equation, one knows that the propagator has the form of Eq. (4.4). Then, from Eq. (2.64) and the Plemej relation, Eq. (2.61), it is easy to see that the spectral function is just a delta function (the “SCHF” subscript is dropped in the following for convenience):

\[
\mathcal{A}(k, \omega) = (2\pi)^3 \delta [\omega - \varepsilon(k)],
\]

centered at the quasi-particle energy:

\[
\varepsilon(k) = \frac{k^2}{2m} + \Sigma(k).
\]

Introducing that into the GMK sum rule, the following result is obtained for the total energy per particle of an interacting gas of nucleons:

\[
\frac{E}{A} = \frac{\nu}{\rho} \int \frac{d^3k}{(2\pi)^3} \frac{k^2 n(k)}{2m} + \frac{\nu}{2\rho} \int \frac{d^3k}{(2\pi)^3} \Sigma(k)n(k),
\]

where the factor \(\nu\) takes into account the spin-isospin degeneracy of the system. The first term is just the kinetic energy of the interacting system (note that the interaction has a certain effect on this quantity through the self-consistent spectrum \(\varepsilon(k)\) as well as through the chemical potential \(\mu\) inside the momentum distributions). The second term, on the other hand, yields the potential energy of the system caused by the mean-field generated by the particles in the system. Note the 1/2 factor in front of this term, which corrects the double-counting.

The results for the different terms of the previous formula are considered in Fig. 4.11. In the three panels of this figure, the total, kinetic and potential energy per particle in the SCHF approximation are given as a function of the density for
five different temperatures, from 0 to 20 MeV in equidistant steps of 5 MeV. As expected, due to the lack of correlations in the HF approach, the total energy per particle yields a positive result at all densities. At zero temperature there is no sign of saturation and the total energy per particle increases steadily with density. The potential energy is indeed negative, but not negative enough as to create any binding in the total energy per particle. As it will be seen in the following chapter, the inclusion of higher order correlations is essential to obtain more attraction in the potential energy per particle.

As for thermal effects, one can say that temperature seems to have a repulsive effect on the energy per particle. At all densities and for the three panels, the energy per particle becomes more repulsive when temperature increases. This effect is more important in the kinetic energy. This is the quantity that varies the most from $T = 0$ to $T = 20$ MeV, with differences as large as 30 MeV. In particular, it is interesting to note that, for the lowest density displayed, the kinetic energy at finite temperature is always very close to the classical value, $E_{\text{kin}} = \frac{3}{2} T$. On the other hand, the repulsive effect of temperature in the potential energy is less important, not larger than 5 MeV for the largest temperature of 20 MeV in the whole density range. Indeed, the strong influence of temperature in the low density region of the total energy per particle is the cause of the kind of “saturation” behavior observed for this quantity. The high density zone, on
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\[
\Phi_{\text{SCHF}} = \frac{1}{2} \left( \begin{array}{c} \includegraphics[width=1.0\textwidth]{onchainb}\end{array} + \begin{array}{c} \includegraphics[width=1.0\textwidth]{onchainb}\end{array} \right)
\]

Figure 4.12: *Diagrams contributing to the \(\Phi\)-functional for the SCHF approach.*

the other hand, is closer to the degenerate limit and thus is less affected by the temperature increase. This yields a curve with a minimum (still too repulsive) energy per particle at finite densities.

In any case, a minimum of the energy per particle would not give the thermodynamically preferred state of the system, which is instead given by a minimum of the free energy. One should thus try to compute the free energy of the system within the SCHF approach. From thermodynamical grounds, one knows that the free energy is given in terms of the energy and the entropy by the following equality:

\[
F = E - TS.
\] (4.36)

Therefore, one should face the problem of computing the entropy of the system (since the energy per particle is known from the GMK sum rule). The entropy of the system can be obtained from the expressions obtained in the previous chapter. First of all, since the Hartree-Fock self-energy is real and has no energy dependence, one can easily compute the \(B\) spectral function from Eq. (3.109) to obtain:

\[
B(k, \omega) = A(k, \omega) = (2\pi)^3 \delta \left[ \omega - \varepsilon(k) \right].
\] (4.37)

The dynamical quasi-particle entropy per particle within the SCHF approach is readily seen to be:

\[
\frac{S}{A} = \frac{\nu}{\rho} \int \frac{d^3k}{(2\pi)^3} \sigma[\varepsilon(k)].
\] (4.38)

This coincides with the entropy of an interacting gas of quasi-particles and can be obtained from other methods [Fet71]. As explained in the previous chapter, this is not the only contribution to the total entropy of the system. Instead, the \(S'\) contribution of Eq. (3.95) should be considered. This involves, in particular, the calculation of the \(\Phi\)-functional within the SCHF approach, which is given in terms of diagrams in Fig. 4.12. Note the factor \(1/2\), which takes into account the two equivalent dressed propagators in which one can cut the diagrams to obtain the SCHF self-energy of Fig. 4.13. These propagators are dressed within the approximation that one is using and thus should be computed with the self-consistent spectrum. Using a slightly modified version of the Feynman rules of
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Appendix B one obtains the following expression:

$$\Phi = \frac{\beta \nu}{2} \int \frac{d^3k}{(2\pi)^3} \frac{d^3k'}{(2\pi)^3} n(k) n(k') \langle kk' | V | kk' \rangle_A = \frac{\beta \nu}{2} \int \frac{d^3k}{(2\pi)^3} n(k) \Sigma(k).$$  (4.39)

The first contribution to $S'$ is given by the expression [see Eq. (3.95)]:

$$\frac{\partial T \Phi}{\partial T} = \nu \int \frac{d^3k}{(2\pi)^3} \frac{\partial n(k)}{\partial T} \Sigma(k).$$  (4.40)

The second term in $S'$ is an integral of the spectral function and the self-energy. Replacing the values obtained for these objects within the SCHF approximation, one finds:

$$\nu \int \frac{d^3k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k, \omega) \Re \Sigma(k, \omega) = \nu \int \frac{d^3k}{(2\pi)^3} \frac{\partial n(k)}{\partial T} \Sigma(k),$$  (4.41)

which is the same as the equation above. Noticing the minus sign in Eq. (3.95), one sees that within the SCHF approximation, the two terms of $S'$ cancel each other exactly and thus their total contribution to the entropy is zero. This could have been expected from the Carneiro and Pethick statement that $S'$ only receives contributions of diagrams with two or a larger number of even vanishing energy denominators. In the SCHF approach, no contribution has a vanishing denominator and thus $S' = 0$.

The total entropy per particle within the SCHF approach is then given by the quasi-particle expression of Eq. (4.38). The results obtained with such a formula are shown in the two panels of Fig. 4.13. The left panel displays the entropy per particle for four different temperatures (from 5 to 20 MeV in steps of 5 MeV) as a function of the density. The expected behavior is found for all temperatures: the entropy per particle decreases as density increases. The highest values are of the order of $3 - 4$, while the lowest ones lie in the range $0.5 - 1.5$. In addition, for all the densities the highest values correspond to the largest temperatures, as one would expect. One may wonder why the entropy has a such strong density dependence at low densities. As explained before, one can in this case compute analytical formulas for the entropy within the classical limit (see Appendix D). Note, however, that to derive this formula one must also rely on the fact that the quasi-particle spectrum is almost quadratic and that it can be well described by the effective mass, which is the case for the SCHF approach. Within these assumptions, one obtains the following expression for the entropy per particle in the classical regime:

$$\frac{S}{A} = \frac{5}{2} - \ln \rho \frac{\lambda_{dB}^3}{\nu} + \frac{3}{2} \ln \frac{m^*}{m},$$  (4.42)

with $\lambda_{dB}$ the de Broglie wavelength of Eq. (D.36). The results obtained with this formula are shown by the dotted lines of the left panel of Fig. 4.13. As expected,
they describe quite well the low density region and they are more accurate at higher temperatures. In the classical regime, the entropy depends logarithmically on the density and this accounts for the strong density dependence of the results.

The right panel of Fig. 4.13 shows the temperature dependence of the entropy at three fixed densities, $\rho = \rho_0/2, \rho_0$ and $2\rho_0$. As one would naively expect, the entropy is close to 0 for low temperatures and then increases steadily. Moreover, at all temperatures it is the lowest density which has a larger entropy. This is in accordance with the naive idea that thermal disorder is more important for systems with low densities. In the low temperature regime, the entropy depends linearly on temperature. This is what one expects from the low temperature expansion of the entropy (see Appendix D):

$$\frac{S}{A} = \frac{\pi^2}{3\rho} N(0) T, \quad (4.43)$$

where $N(0)$ is the density of states at $T = 0$ on the Fermi surface. Within a quasiparticle approximation, this quantity is essentially proportional to the effective mass (computed at $T = 0$):

$$N(0) = \frac{\nu k_F m^*(k_F)}{2\pi^2}. \quad (4.44)$$
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The dotted lines shown in the right panel of Fig. 4.13 have been obtained from the previous approximation, with the results for the \( T = 0 \) effective mass of the previous subsection. The agreement with the data computed from the quasi-particle expression is especially good for high densities, where the system is closer to the degenerate limit. For the lowest density, the approximation only gives correct results up to about \( 5 - 6 \) MeV. At this density and for high temperatures, one cannot say that the system is in the degenerate limit anymore and thus the thermal effects become more important in a computation of the entropy.

The previous figures have shown the density and temperature dependences of the entropy of an interacting system of nucleons within the SCHF approximation. One might wonder which is the effect of the interaction in the entropy of the system. In the case of the energy per particle, for instance, the introduction of the interaction has a double influence. On the one hand, the total energy of an interacting system acquires an extra term, the potential energy, which is entirely due to interactions and which is the most important modification to the energy. On the other hand, there is also a smaller effect due to the use of self-consistent spectra in the interacting case (which modifies already the kinetic energy of an interacting system) as well as the modification introduced by the chemical potential when working at fixed densities. For the entropy, it is this combined second effect which is present. Stated differently, the difference between the entropy of the free Fermi gas, Eq. (3.62), and that of the SCHF case, Eq. (4.38), comes from the different chemical potentials and quasi-particle spectra that are used. Yet, it is not all the spectra that matters: the effective mass is what actually governs the entropy, as it is clearly seen in the classical and the degenerate approximations of Eq. (4.42) and Eq. (4.43). In the degenerate limit of high densities and low temperatures, for instance, it is easy to see that the entropy of the interacting gas can be obtained from the entropy of the non interacting gas by multiplying by a factor \( \frac{m^*}{m} \) (where the effective mass is computed at the Fermi surface at zero temperature), \( \frac{S}{S_0} \sim \frac{m^*}{m} \).

In the classical limit, the relation is different and the entropy of the interacting system is given by the free Fermi entropy plus a factor \( \frac{3}{2} \ln \frac{m^*}{m} \) which accounts for the interaction and which is computed with the corresponding effective mass of the finite temperature case. As a matter of fact, and as it is more extensively commented in Appendix D, the effective mass which is used in the degenerate limit and in the classical one have somewhat different origins. In a degenerate approximation, the expression of Eq. (4.32) appears explicitly, but it has to be computed at zero temperature and at the Fermi surface. On the other hand, the effective mass in the classical approximation just parametrizes the stiffness of the quasi-particle spectrum in the whole momentum range. Therefore, and as a general rough conclusion, one can say that the effect of the interaction in the entropy is almost exclusively caused by the effective mass.

Once the entropy is computed, one has direct access to the free energy of the system. This is shown, as a function of the density for five temperatures distributed...
in equidistant steps from 0 to 20 MeV, in the left panel of Fig. 4.14. In general terms, one can say that the free energy is an increasing function of density. At low densities, the free energy tends to very low values due to the strong density dependence of the entropy. This is thus a pure entropic effect. On the other hand, for all densities one observes that the higher the temperature, the lower the free energy. This behavior is the opposite to what was found for the energy per particle and it is a direct consequence of the $-TS$ term in the free energy.

Let us also note that the free energy per particle does not have any minimum in the density and temperature regime explored, apart from that at zero densities. This in turn implies that nuclear matter within the SCHF would be unstable, because the minimum of $F/A$ is at $\rho = 0$ and thus the system would prefer to disintegrate. However, one does observe finite nuclei in nature, which confirms that this conclusion is wrong. This incorrect behavior can be traced back to the lack of correlations in the SCHF approach.

As mentioned in Section [3.3.4], the problem of thermodynamical consistency is most suitably studied in terms of the chemical potential. On the one hand, the microscopic chemical potential, $\tilde{\mu}$, is obtained within the SCHF from the normalization condition of Eq. [4.29]. On the other hand, the macroscopic chemical potential is obtained from the thermodynamical derivative,

$$\mu = \frac{\partial}{\partial \rho} \frac{\rho F(\rho, T)}{A}. \quad (4.45)$$
These two chemical potentials are shown in the right panel of Fig. 4.14. While the symbols represent \( \tilde{\mu} \), the lines joining them have been obtained by performing the previous density derivative at each temperature. The agreement is almost perfect. This shows both the importance of the self-consistent renormalization procedure as well as the degree of accuracy that is achieved in the thermodynamical consistent results. Note that the free energy has been obtained through the sum of the GMK sum rule total energy per particle and the DQ expression for the entropy per particle. These two expressions link the micro- and the macrophysics of the system and can lead to non-consistent results if the many-body approximation under consideration is of a non-conserving nature. The Hugenholtz-van Hove theorem cannot be studied in this case because the free energy does not present any local minimum at finite density.

As for the thermal and density dependences, the chemical potential follows closely the dependence of the free energy per particle. It is an increasing function of the density, with a strong dependence at low densities, where it goes to the classical limit \( \mu \to -\infty \). Moreover, for a given density it is a decreasing function of the temperature. This behavior is clear in the low and intermediate density regime, but it is less clear for high densities, where all the lines seem to converge at temperature independent values. Note that once again this is a degeneracy effect and that, for very high densities, one expects that the results do not depend
Finally, for the SCHF approach one can compute the pressure in two different but equivalent ways. On the one hand, one can take profit of the fact that, within this approach, one can compute the $\Phi$ functional explicitly, as shown in Eq. (4.39). Therefore, using Eq. (3.78) or Eq. (3.85) and taking into account the properties of the SCHF approach (zero width, energy independent self-energy), one can find an analytic expression for the grand-canonical potential within this approximation. From this expression, one can readily compute the pressure of the system by means of the thermodynamical relation 
\[ p = -\frac{\Omega}{V}, \]
which yields:
\[ p = -\frac{\Omega}{V} = \nu \frac{\beta}{(2\pi)^3} \int \frac{d^3k}{2\pi^3} \ln \left[ 1 + e^{-\beta(\varepsilon(k) - \mu)} \right] + \frac{\nu}{2} \int \frac{d^3k}{2\pi^3} n(k) \Sigma(k). \quad (4.46) \]

This provides the pressure of nuclear matter directly from the self-energy. It is important to remark the fact that this expression, obtained from the Luttinger-Ward approach, coincides with the expression of the mean-field pressure computed in other methods [Abr65]. The same can be said about the other thermodynamical quantities obtained from the Luttinger-Ward approach in the mean-field case, i.e. that they reduce to well established expressions obtained within other formalisms.

On the other hand, the pressure can be computed from the thermodynamical relation 
\[ \Omega = E - TS - \mu N. \]
This is indeed given by the expression:
\[ p = \rho \mu - \rho \frac{E}{A} + \rho T \frac{S}{A} = \rho \left( \mu - \frac{E}{A} \right). \quad (4.47) \]

If the approximation has to be consistent, the previous equation should give the same results as the pressure computed from the $\Phi$-functional, Eq. (4.46). The consistency of our results is shown in Fig. 4.15. In this figure, the symbols have been obtained from Eq. (4.46), while the lines joining them represent Eq. (4.47). The agreement of the two results is very good and there is almost no visible difference between the two expressions. As for the temperature and density dependence, they are quite intuitive. The pressure increases with temperature for any density, as expected from the naive idea that thermal motion contributes to the pressure. In addition, the pressure is an increasing quantity with density. This is due to both the repulsive effect of the bare interaction, which is more important for high densities (where particles are in average closer to each other) and to the effect of degeneracy, which also becomes more relevant at high densities. Finally, let us note that there is no trace of saturation in the SCHF pressure, i.e. there is no finite density for which the pressure becomes zero. This is in contrast with the usual knowledge of nuclear physics. In the following chapter, it will be shown how, by including higher order correlations, one can obtain a more realistic description of nuclear matter at finite temperature, which reproduces qualitatively the properties of dense matter which are expected from experimental data.
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Chapter 5

Ladder Approximation

The NN interaction presents a very repulsive core at short distances. Intuitively, one might think that, if it is energetically costly to put two particles together, the probability of finding them close to each other should be small. In dense nuclear systems, this mechanism would allow the particles to avoid the strong short-range repulsive core and to explore the attractive part of the interaction, so that enough binding is produced to form finite nuclei. In this sense, there is an interplay between the repulsive interaction at close relative distances, the attraction at intermediate distances and the “correlation” probability in both of these ranges. Yet, in the Hartree-Fock approximation introduced in the previous chapter, this kind of correlations have been totally neglected. The two-body Green’s function, as a matter of fact, was simply given by the propagation of two independent fermions. This lack of correlations overweights the repulsive short-range components of the interaction and it is the ultimate responsible for the poor binding in the Hartree-Fock approach. In the following, a more complete many-body approach will be studied, the so-called ladder approximation, in which two-body correlations as well as strong interactions are treated in a more consistent and sophisticated way. The numerical implementation of the approach (through the Self-Consistent Green’s Function method) as well as the results for the microscopic properties will also be discussed. In Chapter 6, the Luttinger-Ward formalism will be applied to obtain the thermodynamical properties of nuclear matter within this many-body approach.

5.1 Two-body propagator

The NN potential has a strong short-range core of a repulsive nature. Therefore, one expects that the Hartree-Fock approximation for the two-body propagator, shown in Fig. 4.6 will be quite poor. After all, if the interaction is very strong, two propagating particles will necessarily interact with each other (one or two or more times) and thus it will not be a good approximation to suppose that they
propagate independently. Consider, in contrast, the approximation of Fig. 5.1 in which the propagation of the two particles is given by the independent terms of the Hartree-Fock approximation plus all the possible processes in which the two particles interact successively with each other. This approximation for the two-body propagator is the so-called \textit{ladder approximation}. In principle, this should be a reasonable approximation in systems driven by strong interactions where particles unavoidably interact with each other repeatedly. However, when the density increases particles might interact with each other via an excitation of the medium surrounding them. This kind of contributions are not treated in this approach and so the ladder approximation is suitable for low density systems with strong two-body interactions. Actually, this approximation is appropriate to compute the total energy of a system in the limit $a/r_0 \ll 1$, where $a$ is the range of the potential and $r_0$ is the mean interparticle distance. This condition is fairly well fulfilled in nuclear matter: the range of the short-range component of the strong interaction is (in a boson exchange picture) given by the mass of the $\omega$ meson, $a \sim 1/m_\omega \sim 0.25$ fm, and the mean interparticle distance at saturation can be taken as $r_0 \sim \sqrt{1/\rho_0} \sim 1.8$ fm, so that for nuclear matter at saturation $a/r_0 \sim 0.15$. In the original derivation of the ladder expansion by Galistkii [Gal58a], the diagrams in Fig. 5.1 did not have dressed propagators, but free single-particle Green’s functions. This would of course only be valid in low density systems, in which the individual quasi-particles might behave similarly to the free ones. Whenever the densities are higher (or, in other words, if the ratio $a/r_0$ becomes larger, as it happens in nuclear matter), the intermediate quasi-particles should be dressed [Ram88, Dew02]. This justifies physically the inclusion of dressed propagators in Fig. 5.1, which describes more accurately the propagation of one-body disturbances in a dense system. One expects that this will also yield a better approximation to $G_{II}$ which will however necessarily involve a self-consistent approach. Furthermore, the sum of diagrams of Fig. 5.1 with dressed propagators includes a large amount of the diagrams in

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{diagram.png}
\caption{Diagrammatic expansion of the two-body propagator in the ladder approximation.}
\end{figure}
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Fig. 5.2: Diagrammatic representation of the two-body propagator in the ladder approximation.

\[\begin{array}{c}
\begin{array}{c}
\mathcal{G}_{II}
\end{array}
\end{array} = \left| \mathcal{G}_{II} \right| + \left| \mathcal{G}_{II} \right| + \left| \mathcal{G}_{II} \right| + \left| \mathcal{G}_{II} \right|
\]

Fig. 4.5 and, hopefully, it will describe more accurately the properties of strongly interacting systems. Actually, the infinite diagram series of Fig. 5.1 can be written down analytically by noticing that \(\mathcal{G}_{II}\) is already included in the right hand side of Fig. 5.1 (see Fig. 5.2). Since the intermediate space-time variables have to be integrated (the imaginary time is integrated in the whole range, from 0 to \(-i\beta\)), this gives rise to the following integral equation:

\[
\mathcal{G}_{II}(12; 1'2') = \mathcal{G}(1, 1')\mathcal{G}(2, 2') - \mathcal{G}(1, 2')\mathcal{G}(2, 1') + i\int_{0}^{-i\beta} d\bar{1}\int_{0}^{-i\beta} d\bar{2}\mathcal{G}(1, \bar{1})\mathcal{G}(2, \bar{2})V(1 - \bar{2})\mathcal{G}_{II}(1\bar{2}; 1'2').
\]

(5.1)

Note that, in a sense, the Hartree-Fock approximation is already included in the previous equation, because the two first terms in the previous expression correspond to Eq. (4.7).

It is interesting to derive the ladder approximation to \(\mathcal{G}_{II}\), Eq. (5.1), directly from the hierarchy of the equation of motion for the two-body propagator. This gives a new insight into the physical basis of the approximation. To begin with, consider the differential equation of motion for the two-body Green’s function [see Eq. (2.100)]:

\[
\left\{ i\frac{\partial}{\partial t_1} + \frac{\nabla_1^2}{2m} \right\} \mathcal{G}_{II}(12; 1'2') = \delta(1 - 1')\mathcal{G}(2, 2') - \delta(1 - 2')\mathcal{G}(2, 1')
\]

\[-i\int_{0}^{-i\beta} d\bar{3} V(1 - \bar{3})\mathcal{G}_{III}(1\bar{3}2; 1'2'3^+).\]

(5.2)

As expected, the previous equation couples the two-body Green’s function with the dressed one-body propagator as well as with the three-body one. In order to find solvable solutions, one has to truncate this hierarchy. This is usually done by expressing the \(N\)-body Green’s functions in terms of the \((N - 1)\)-, \((N - 2)\)-, \(\cdots\) propagators and possibly some interaction among them. These are approximations in the sense that the genuine \(N\)-body (and higher order) excitations of the system are lacking and thus poorly described. The Hartree-Fock approximation, for instance, lacks any two-body correlations because the two-body Green’s function is
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\[ G_{II} = G_{II}^{2} + \] 

Figure 5.3: Diagrammatic representation of the two-body propagator from the decoupling of the three-body propagator.

defined as a product of two independent one-body propagators. Following these ideas, one can indeed approximate \( G_{III} \) in different ways, which originates different decouplings. Some of these decouplings lead to well-known schemes that sum up infinite series of diagrams [Mat71]. Among the well-known many-body approximations that come out from expressing \( G_{III} \) in terms of \( G \) and \( G_{II} \) in Eq. (5.2), one finds the random phase as well as the ladder approximations. In doing this, the full one-body and two-body correlations are taken into account. Note that genuine three-body correlations, which in the nuclear phenomenology play an important role, are only approximate in the sense that they are taken as independent excitations of couples plus individual nucleons [Day81]. The collective motion of a full indistinguishable triplet of fermions is thus not treated accurately, even though one expects these three-body correlations to be less important than those of a two-body nature for a system interacting through two-body interactions.

The ladder approximation is obtained from the decoupling:

\[
G_{III}(123;1'2'3') \sim G_{II}(13;1'3')G(2,2') + G_{III}(13;3'2')G(2,1') + G_{II}(13;2'1')G(2,3').
\] (5.3)

The ordering of the time and space variables of the previous equation is very important, although it is intuitive at first sight. In fact, a different ordering might lead to an approximation that is not expressible in terms of diagrams. Plugging the previous decoupling in Eq. (5.2), one obtains the following differential equation:

\[
\left\{ i \frac{\partial}{\partial t_1} + \frac{\nabla_1^2}{2m} \right\} \left\{ G_{II}(12;1'2') - G(1,1')G(2,2') + G(1,2')G(2,1') \right\} = i \int_0^{-i\beta} \! d\bar{3} \, V(1 - \bar{3}) \, G(2,\bar{3}^+) \, G_{II}(1\bar{3};1'2').
\] (5.4)

By means of the same technique that was used in Section 2.4 to obtain the integral form of Dyson’s equation, one can write down the integral counterpart of the
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previous equation:

\[
G_{II}(12; 1'2') = G(1, 1')G(2, 2') - G(1, 2')G(2, 1') \\
+ i \int_{-i\beta}^{0} \int_{-i\beta}^{0} d\bar{1} d\bar{2} \; G_{0}(1, \bar{1})G(2, \bar{2})V(\bar{1} - \bar{2})G_{II}(\bar{1}\bar{2}; 1'2').
\] (5.5)

In terms of diagrams, this is shown in Fig. 5.3. This equation resembles Eq. (5.1) quite a lot. Actually, the only difference comes from the propagator in the left hand side of the integral term, which is free in the previous expression and dressed in Eq. (5.1). In terms of diagrams, this differs from Fig. 5.2 in the free single-particle propagator appearing in the top left vertex of \( \mathcal{G}_{II} \). In the following, this free propagator will be considered to be dressed. This is a more consistent treatment, as already explained, that arises anyway when the self-consistent procedure is introduced into the approach.

5.2 In-medium interaction

Now that the fundamental equation for the two-body propagator within the ladder approximation has been obtained, one should start to devise methods to solve it. In the first place, and following Kadanoff and Baym [Kad62], the analytical properties of this scheme will be studied in detail. One usually starts by defining the so-called in-medium interaction or \( T \)-matrix:

\[
T(12; 1'2') = \delta(1 - 1')\delta(2 - 2')V(1 - 2) \\
+ i \int_{0}^{i\beta} d\bar{1} \int_{0}^{i\beta} d\bar{2} T(12; \bar{1}\bar{2}) G(1, \bar{1'}) G(2, \bar{2'}) V(1' - 2').
\] (5.6)

The object defined by this equation can be expressed in terms of diagrams, as in Fig. 5.4. This quantity accounts for the interaction of two dressed particles in the medium by describing their repeated scattering to all orders, as seen by iterating
5.2. In-medium interaction

\[
T = \begin{array}{c}
\text{\textbullet} \\
\end{array} + \begin{array}{c}
\text{\textbullet} \\
\end{array} + \begin{array}{c}
\text{\textbullet} \\
\end{array} + \cdots
\]

Figure 5.5: Diagrammatic expansion of the T-matrix.

the left hand side of the previous equation:

\[
T(12; 1'2') = \delta(1 - 1')\delta(2 - 2')V(1 - 2) + i V(1 - 2) G(1, 1') G(2, 2') V(1' - 2') \\
+ i^2 \int_0^{-i\beta_0} d\bar{1}_{1} \int_0^{-i\beta_0} d\bar{2}_{2} V(1 - 2) G(1, \bar{1}) G(2, \bar{2}) V(\bar{1} - \bar{2}) G(\bar{1}, 1') G(\bar{2}, 2') V(1' - 2') \\
+ \cdots 
\]  

(5.7)

This is sketched diagrammatically in Fig. 5.5. In this way one clearly sees that the T-matrix accounts for the repeated scattering of two nucleons in the medium.

Iterating also the left hand side of Eq. (5.1), one finds the following identity between \(G_{II}\) and the T-matrix:

\[
V(1 - 2) G_{II}(12; 1'2') = \\
\int_0^{-i\beta} \int_0^{-i\beta} \left\{ G(1, \bar{1}) G(2, \bar{2}) - G(1, \bar{2}) G(2, \bar{1}) \right\} T(\bar{1}\bar{2}; 1'2'). 
\]

(5.8)

This equation is extremely interesting, because it relates the in-medium interaction and the two-body propagator. From this equation, for instance, one sees that even in the case where the two-body potential is a hard-core, the T-matrix might remain finite if correlations induce a vanishing \(G_{II}\) at small relative distances.

In other words, even if the two-body interaction is of a singular type (and thus the perturbation expansion order by order in \(V\) fails), its corresponding T-matrix remains finite and well defined.

Let us now turn to the analytical structure of the T-matrix. Consider its definition, Eq. (5.6). Because of the notation \(V(1 - 2) = \delta(t_1 - t_2) V(r_1 - r_2)\), one can easily see that the T-matrix is instantaneous in the time difference of its initial and final states:

\[
T(12; 1'2') = \delta(t_1 - t_2) \delta(t_{1'} - t_{2'}) \langle r_1 r_2 | T(t_1 - t_{1'}) | r'_{1} r'_{2} \rangle, 
\]

(5.9)

and thus it only depends on a single time difference, \(\tau = t_1 - t_{1'}\). The dependence in this variable is quite interesting. The first term of Eq. (5.7), for instance, is proportional to \(\delta(\tau)\), while the second term has two single-particle propagators.
that do explicitly depend on $\tau$. In the complex time domain, thus, and following
the same procedure that was used for the single-particle propagator, one splits the
time dependence accordingly to the three time regions of interest:

\[
\langle r_1 r_2 | T(\tau) | r_1 r_2 \rangle = \begin{cases} 
\langle r_1 r_2 | T^>(\tau) | r_1 r_2 \rangle, & \text{Im} \, \tau < 0 \\
\langle r_1 r_2 | T^0(\tau) | r_1 r_2 \rangle, & \text{Im} \, \tau = 0 \\
\langle r_1 r_2 | T^<(\tau) | r_1 r_2 \rangle, & \text{Im} \, \tau > 0,
\end{cases}
\]

(5.10)

where $T^>$ and $T^<$ are analytic functions in the time argument $\tau$ and where $T^0$
accounts for a possible singular term at $\tau = 0$. Actually, this corresponds to the
two-body potential, $T^0 = V$.

Consider the second (and remaining) terms in the expansion of Eq. (5.7). When
one takes $t_1 = 0$, the propagators depending on $1$ and $2$ inside the expansion will
become $G^<$’s. On the other hand, for $t_1 = -i\beta$ they will be equal to $G^>$. At all
orders in the expansion, there are only two propagators which depend on $t_1$. One
can thus derive the following set of identities:

\[
\langle r_1 r_2 | T(t_1 = 0, t_1') | r_1 r_2 \rangle = \langle r_1 r_2 | T^<(t_1 = 0, t_1') | r_1 r_2 \rangle = \\
\cdots G^<(t_1 = 0, t_1') G^<(t_1 = 0, t_1') \cdots = \\
\cdots e^{2\beta \mu} G^>(t_1 = -i\beta, t_1') e^{2\beta \mu} G^>(t_1 = -i\beta, t_1') \cdots = \\
e^{2\beta \mu} \langle r_1 r_2 | T^>(t_1 = -i\beta, t_1') | r_1 r_2 \rangle = \\
e^{2\beta \mu} \langle r_1 r_2 | T(t_1 = -i\beta, t_1') | r_1 r_2 \rangle,
\]

where the $\cdots$ are supposed to include the remaining quantities and integrals in
the expansion of Eq. (5.7). From that chain of equations, the KMS relation for
the $T$-matrix is found:

\[
\langle r_1 r_2 | T(t_1 = 0, t_1') | r_1 r_2 \rangle = e^{2\beta \mu} \langle r_1 r_2 | T(t_1 = -i\beta, t_1') | r_1 r_2 \rangle.
\]

(5.11)

This relation is again of a quasi-periodical type in the imaginary time variable
but, instead of carrying a minus sign as in Eq. (2.34), it carries a plus sign. This
suggests the following Fourier decomposition for $T$ (the space variables are omitted
for convenience in the following):

\[
T(\tau) = \frac{1}{-i\beta} \sum_\nu e^{-iZ_\nu \tau} T(Z_\nu),
\]

(5.12)

where the Matsubara frequencies are now given by $Z_\nu = \frac{\nu \pi}{-i\beta} + 2\mu$ and the indices $\nu$
are even integers. This is in contrast to the fermionic one-body propagator, where
the $\nu$’s are odd, but it is in agreement with the Fourier transform of the equal-time
two-body Green’s function, Eq. (2.80). Moreover, this is logical in a sense, because
the $T$-matrix accounts for the coherent scattering of a couple of fermions, which
behaves like a single boson. One can also define the Fourier transforms of the $T>$ and $T<$ functions along the real time axis:

$$T^\approx(\Omega) = i \int_\infty^{\infty} d\tau e^{i\Omega\tau} T^\approx(\tau).$$  \hspace{1cm} (5.13)

The two previous functions are related by the KMS relation for the $T$-matrix in Fourier space:

$$T^>(\Omega) = e^{\beta(\Omega-2\mu)} T^<(\Omega).$$  \hspace{1cm} (5.14)

This is completely equivalent to the KMS relation in frequency space for the two-body propagator, Eq. (2.87), and thus suggests the following definition of a $T$-matrix “spectral function”:

$$T(\Omega) = T^>(\Omega) - T^<(\Omega).$$  \hspace{1cm} (5.15)

$T>$ and $T<$ might be obtained from $T$ by means of the relations:

$$T^<(\Omega) = b(\Omega) T(\Omega)$$  \hspace{1cm} (5.16)

$$T^>(\Omega) = [1 + b(\Omega)] T(\Omega),$$  \hspace{1cm} (5.17)

where $b(\omega)$ is the Bose-Einstein distribution defined in Eq. (2.91). The spectral decomposition is then readily obtained:

$$T(Z_\nu) = \int_0^{-i\beta} d\tau e^{iZ_\nu\tau} T(\tau) = \int_0^{-i\beta} d\tau e^{iZ_\nu\tau} \left\{ \delta(\tau) V + T^>(\tau) \right\}$$

$$= V - i \int_0^{-i\beta} d\tau \int_{-\infty}^{\infty} \frac{d\Omega'}{2\pi} e^{(iZ_\nu-d\Omega')\tau} [1 + b(\Omega')] T(\Omega')$$

$$= V + \int_{-\infty}^{\infty} \frac{d\Omega'}{2\pi} \frac{T(\Omega')}{Z_\nu - \Omega'}.$$  \hspace{1cm} (5.18)

This function can be analytically continued to the whole complex plane with the possible exception of the real axis. Once again the procedure is unique due to the convergence properties at infinity of the previous expression. In particular, one might chose $Z = \Omega_+$. For that specific value one obtains the relation:

$$T(\Omega) = -2\text{Im} T(\Omega_+).$$  \hspace{1cm} (5.19)

All in all, the spectral decomposition of the $T$-matrix can be rewritten as:

$$T(Z) = V - \int_{-\infty}^{\infty} \frac{d\Omega'}{\pi} \text{Im} T(\Omega'_+) \frac{1}{Z - \Omega'}.$$  \hspace{1cm} (5.20)
Figure 5.6: Diagrammatic representation of $G^0_{II}$.

Taking the previous expression slightly above the real axis, one finds the following expression for the real part of the $T$-matrix:

$$\text{Re } T(\Omega) = V - \mathcal{P} \int_{-\infty}^{\infty} \frac{d\Omega'}{\pi} \text{Im } T(\Omega') \frac{1}{\Omega - \Omega'}.$$  \hspace{1cm} (5.21)

One thus sees that, in the limit of very high or very low energies, $\Omega \to \pm \infty$, the real part of the $T$-matrix reduces essentially to the bare interaction. This is also the case in the regions of momentum space where $\text{Im } T \sim 0$, independently of the energy.

To solve the equations for the $G_{II}$ propagator or the $T$-matrix, it is convenient to work in Fourier space. One thus needs to consider the remaining time dependences of Eq. (5.7). As already explained, this is given by the product of two (dressed) independent Green's function:

$$\langle r_1 r_2 | G^0_{II}(t_1, t_{1'}) | r_1' r_2' \rangle = \int \frac{d\Omega}{2\pi} G^{0>}_{II}(\Omega) - G^{0<}_{II}(\Omega) \Omega - Z.$$  \hspace{1cm} (5.22)

which is depicted in terms of diagrams in Fig. 5.6. This defines naturally the two correlation functions:

$$G^0_{II}(\tau) = \begin{cases} G^{0>}_{II}(\tau) = iG^{>}(\tau)G^{>}(\tau), & \text{Im } \tau < 0 \\ G^{0<}_{II}(\tau) = iG^{<}(\tau)G^{<}(\tau), & \text{Im } \tau > 0. \end{cases}$$  \hspace{1cm} (5.23)

The function $G^0_{II}$ being a product of two single-particle propagators, it fulfills a KMS relation of the bosonic type:

$$G^0_{II}(t_1 = 0, t_{1'}) = e^{2\beta}\theta G^0_{II}(t_1 = -i\beta, t_{1'}).$$  \hspace{1cm} (5.24)

The spectral decomposition of $G^0_{II}$ follows the same steps as that of the two-body propagator, Eq. (2.76) to Eq. (2.88), and one finds:

$$G^0_{II}(Z) = \int_{-\infty}^{\infty} \frac{d\Omega}{2\pi} \frac{G^{0>}_{II}(\Omega) - G^{0<}_{II}(\Omega)}{Z - \Omega}.$$  \hspace{1cm} (5.25)
5.3 Lippman-Schwinger equation

This equation can be expressed in terms of single-particle correlation functions by using the Fourier transform of Eqs. (2.41) and (2.42):

$$G^{0\equiv}_{II}(\Omega) = \int_{-\infty}^{\infty} \frac{d\tau}{2\pi} G^{\equiv}(\tau) G^{\equiv}(\Omega - \omega),$$

yielding:

$$G^{0}_{II}(Z) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \frac{G^{>}(\omega)G^{>}(\omega') - G^{<}(\omega)G^{<}(\omega')}{Z - \omega - \omega'},$$

By taking this quantity close to the real axis, $Z = \Omega_+$, it is easily to split it in an imaginary part:

$$\text{Im} G^{0}_{II}(\Omega_+) = -\frac{1}{2} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(\omega)A(\Omega - \omega) G^{>}(\omega)G^{<}(\omega'),$$

and a real part:

$$\text{Re} G^{0}_{II}(\Omega_+) = -\mathcal{P} \int_{-\infty}^{\infty} \frac{d\Omega'}{\pi} \frac{\text{Im} G^{0}_{II}(\Omega')}{\Omega - \Omega'}.$$

Note that this last dispersion relation allows to calculate the real part of $G^{0}_{II}$ directly from the imaginary part. Finally, it is also interesting to note the following sum rule for the imaginary part of $G^{0}_{II}$:

$$\int_{-\infty}^{\infty} \frac{d\Omega}{\pi} \text{Im} G^{0}_{II}(\Omega_+) = -[1 - n(k) - n(k')].$$

This will be used further on as a test of the numerical accuracy of the many-body scheme within which the ladder approximation is solved (see Appendix E).

5.3 Lippman-Schwinger equation

All of the analytical properties for $T$ and $G^{0}_{II}$ that have just been derived are useful in the numerical resolution of the ladder approximation. An important point in this approach is to obtain the in-medium interaction by means of the integral equation Eq. (5.6). As a first step towards this solution, one should Fourier transform the equation. First of all, the time variable in Eq. (5.6) can be Fourier transformed using the previous definitions, to yield:

$$\langle r_1 r_2 | T(Z_\nu) | r'_1 r'_2 \rangle = \delta(r_1 - r'_1)\delta(r_2 - r'_2)V(r'_1 - r'_2)$$

$$+ \int d^3r_1 \int d^3r_2 V(r_1 - r_2) \langle r_1 r_2 | G^{0}_{II}(Z_\nu) | r_1 r_2 \rangle \langle r_1 r_2 | T(Z_\nu) | r'_1 r'_2 \rangle.$$

$$\int_{-\infty}^{\infty} \frac{d\Omega}{\pi} \text{Im} G^{0}_{II}(\Omega_+) = -[1 - n(k) - n(k')].$$

This will be used further on as a test of the numerical accuracy of the many-body scheme within which the ladder approximation is solved (see Appendix E).
5. Ladder Approximation

One can now transform the position variables in the previous equation to momentum space and find:

\[
\langle k_1 k_2 | T(Z_\nu) | k_3 k_4 \rangle = \langle k_1 k_2 | V | k_3 k_4 \rangle + \mathcal{V} \int \frac{d^3 k_5}{(2\pi)^3} \mathcal{V} \int \frac{d^3 k_6}{(2\pi)^3} \langle k_1 k_2 | V | k_5 k_6 \rangle \mathcal{G}^0_{II} (Z_\nu; k_5 k_6) \langle k_5 k_6 | T(Z_\nu) | k_3 k_4 \rangle .
\]

(5.32)

This integral equation is a Lippman-Schwinger-type equation that defines the \(T\)-matrix in terms of the bare NN potential and the intermediate two-body propagator, \(\mathcal{G}^0_{II}\). The Lippman-Schwinger equation is, as a matter of fact, well-known in the field of nuclear physics, where it has been extensively used in several contexts \cite{Day67}. In the particular case of the ladder approximation, the intermediate two-particle propagator can be rewritten as:

\[
\mathcal{G}^0_{II} (Z_\nu; k, k') = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \mathcal{A}(k, \omega) \mathcal{A}(k', \omega') \times \frac{[1 - f(\omega)][1 - f(\omega')] - f(\omega)f(\omega')}{Z_\nu - \omega - \omega'} .
\]

(5.33)

In this way, one finds that the zero-temperature limit of the previous propagator accounts, at the same time, for the propagation of a pair of particles (by means of the term proportional to \([1 - f(\omega)][1 - f(\omega')]\)) and a pair of holes (through \(f(\omega)f(\omega')\)). In this sense, one says that \(\mathcal{G}^0_{II}\) accounts for the in-medium particle-particle and hole-hole propagation. Note, however, that \(\mathcal{G}^0_{II}\) is not the full two-body propagator, \(\mathcal{G}_{II}\), but only its lowest order approximation.

In the solution of the Lippman-Schwinger equation for the \(T\)-matrix, it is important to exploit the invariance properties of the NN bare interaction. A practical solution of the equation for the \(T\)-matrix is found by means of the partial wave expansion introduced in Section 4.4. As a first step, one has to recast the Lippman-Schwinger equation in terms of the center-of-mass momentum, \(K = k + k'\), and the relative momentum, \(k_r = (k - k')/2\). Introducing the matrix element in relative space:

\[
\frac{\mathcal{V}}{(2\pi)^3} \langle kk' | V | pp' \rangle = \delta(K - P) \langle k_r | V | p_r \rangle ,
\]

(5.34)

the Lippman-Schwinger equation for the scattering amplitude in the medium reads:

\[
\langle k_r | T(Z_\nu, K) | p_r \rangle = \langle k_r | V | p_r \rangle \\
+ \int d^3 q_r \langle k_r | V | q_r \rangle \mathcal{G}^0_{II} (Z_\nu; |K/2 + q_r|, |K/2 - q_r|) \langle q_r | T(Z_\nu, K) | p_r \rangle .
\]

(5.35)
An attempt to perform a partial wave expansion on the previous expansion will soon meet an additional problem. The $G_{II}^0$ function depends explicitly on the lab frame momenta $k = |K/2 + q_r|$ and $k' = |K/2 - q_r|$. In particular, it carries a dependence on the angle $\theta$ between $K$ and $q_r$. This leads to a coupling of the partial waves with different total angular momentum $J$ in $G_{II}^0$ [Sar96]. Or, in other words, the in-medium propagation of two nucleons does not conserve the total angular momentum of the pair. This coupling, of course, complicates the solution of the Lippman-Schwinger equation.

Fortunately, this problem can be circumvented by means of the so-called angle-average procedure. Within this procedure, the full $G_{II}^0$ in Eq. (5.35) is replaced by the angle average:

$$G_{II}^0(Z_\nu; K, q_r) = \frac{1}{2} \int_{-1}^{1} d(\cos \theta) G_{II}^0(Z_\nu; |K/2 + q_r|, |K/2 - q_r|) ,$$

(5.36)

which does only depend on the modulus of $K$ and $q_r$, and not on the angle between them. As a consequence of this replacement, the intermediate coupling between partial waves disappears and the Lippman-Schwinger equation becomes a one-dimensional integral equation. One can therefore use the partial wave expansion of Section 4.4 to expand the bras and kets in Eq. (5.35). The angular integral in $\theta$ is then easily carried out thanks to the introduction of the angle-independent $G_{II}^0$, and one finds:

$$\langle k_r | T_{LL'}^{JST} (Z_\nu, K) | p_r \rangle = \langle k_r | V_{LL'}^{JST} | p_r \rangle$$

$$+ \sum_{L''} \int dq_r q_r^2 \langle k_r | V_{LL''}^{JST} | q_r \rangle G_{II}^0(Z_\nu; K, q_r) \langle q_r | T_{L''L}^{JST} (Z_\nu, K) | p_r \rangle .$$

(5.37)

This gives the Lippman-Schwinger equation in terms of the partials waves in the NN interaction and in terms of an angle averaged independent two-body propagator, $\overline{G}_{II}^0$. There have been estimates on the effects that the angle-averaging procedure involves in the self-energy as well as in the total energy for Brueckner-type calculations, and only small deviations from the exact results, of less than 1 MeV for both quantities around saturation, have been found [Sar96; Suz00]. To our knowledge, there are no available calculations that go beyond the quasi-particle approximation and that treat the angle-average exactly. The numerical solution of this equation is presented in Appendix E.

The in-medium interaction of Eq. (5.37) depends explicitly on the center-of-mass momentum. This is in contrast to the bare NN interaction, which only depends on the relative momenta. The explicit dependence in $K$ of the $T$-matrix is a consequence of the presence of the medium, which sets a preferred frame of reference; namely, the frame in which the medium is at rest. This immediately implies the breaking of the velocity independence of the effective interaction and
sets its dependence on the total momentum of the particles interacting in the medium.

The $T$-matrix approximation breaks down at low temperatures for attractive interactions \cite{Kad62,Mat92}. The ultimate reason of this breakdown is the appearance of a pole in the zero center-of-mass momentum $T$-matrix at an energy $\Omega = 2\mu$. This pole corresponds to a bound state of two nucleons, one with momentum $k$ and the other one with momentum $-k$. In a BCS approach, one would say that these two nucleons, which are essentially at the Fermi surface due to the fact that their quasi-particle energies are equal to $\mu$, form a Cooper pair. Thus the appearance of this pole signals an effect which is somehow related to superconductivity in metals. Actually, this complex pole in the effective interaction is associated to a pole in the single-particle propagator. But the fact that $G$ presents a pole goes against its analyticity conditions and thus signals the fact that, not only the $T$-matrix approximation, but perturbation theory itself breaks down. The appearance of such a pole is generic in fermionic systems with attractive interactions and it is known as the \textit{pairing instability}. Actually, one can show that the problem lies in the description in terms of usual propagators of the superfluid phase. Due to the fact that paired states have different symmetry properties than single nucleons, perturbation theory cannot be described anymore within the usual Green’s function approach. Instead, the theory has to be extended to include (Nambu-Gorkov) anomalous propagators \cite{Abr65,Fet71,Mat92}. Yet, inside the normal phase one can try to quantify the critical temperature at which pairing appears by means of the Thouless criterion \cite{Tho60}. In nuclear matter, this gives a critical temperature of about 5 MeV for the $^{3}S_{1} - ^{3}D_{1}$ pairing transition \cite{Alm93,Alm96}, although this is probably overestimated in quasi-particle approaches \cite{Fri04a}.

The $T$-matrix has other very interesting properties that will not be discussed here, but can be found in Refs. \cite{Kad62, Kra86}. Among them, it is interesting to note that the in-medium $T$-matrix preserves unitarity, in the sense that it fulfills an optical theorem at finite temperature and densities. Furthermore, one can prove that, in the low-density limit, the $T$-matrix reduces to the usual free space scattering amplitude (which is also sometimes called the $T$-matrix). This of course differs from the in-medium $T$-matrix in the propagators (the Fermi distributions account for medium effects that are not present in free space) and in the absence of center-of-mass dependence (which is only present at finite density). One can thus fairly say that the $T$-matrix accounts for the scattering amplitude of two particles in the dense and hot medium.

### 5.4 Ladder self-energy

The ladder approximation can also be cast in terms of the self-energy. This is achieved by noticing that Eq. (5.8) gives $V \times G_{II}$ in terms of the $T$-matrix and that the self-energy is defined in Eq. (2.115) precisely in terms of $V \times G_{II}$. This
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\[ \Sigma_{SCGF} = T = = + \]

\[ = + + + + \ldots \]

Figure 5.7: Diagrammatic representation of the ladder self-energy.

provides for the connection between the self-energy and the \( T \)-matrix, which is given by the equation:

\[
\Sigma_L(1, 1') = -i \int_0^{-i\beta} \int_0^{-i\beta} d\bar{2} d\bar{3} \langle 1 \bar{2} | T | 1' \bar{3} \rangle A \mathcal{G}(2, 3). \tag{5.38}
\]

The counterpart in terms of diagrams of this equation is given in Fig. 5.7. Note that the diagrammatic expansion of the ladder self-energy is given in terms of 2PI skeleton diagrams. The dressing of the intermediate lines is achieved by means of the iterative self-consistent procedure, as already discussed.

With this expression at hand, one can now try to study the analytical structure of the self-energy within the ladder approximation. This will follow closely the results obtained in Section 2.4. As a function of time, the ladder self-energy is decomposed in an instantaneous contribution (due to the instantaneous term in \( T \)) and two correlation functions:

\[
\Sigma_L(\mathbf{r}_1 - \mathbf{r}_1', \tau) = -i \int d\mathbf{r}_2 \int d\mathbf{r}_3 \langle \mathbf{r}_1 \mathbf{r}_2 | T^\Sigma(\tau) | \mathbf{r}_1' \mathbf{r}_3 \rangle A \mathcal{G}(\mathbf{r}_2 - \mathbf{r}_3, \tau). \tag{5.39}
\]

The self-energy in the imaginary time domain can be easily Fourier transformed to the Matsubara and momentum space, yielding:

\[
\Sigma_L(\mathbf{k}, z_{\nu}) = \frac{-i}{-i\beta} \sum_{\nu'} \int \frac{d^3k'}{(2\pi)^3} \langle \mathbf{k} \mathbf{k}' | T(z_{\nu} + z_{\nu'}) | \mathbf{k} \mathbf{k}' \rangle A \mathcal{G}(k', z_{\nu'}). \tag{5.40}
\]

One can plug the spectral decomposition of the \( T \)-matrix, Eq. (5.18), into the previous equation, which then decomposes into the two contributions:

\[
\Sigma_L(\mathbf{k}, z_{\nu}) = \Sigma_{HF}(\mathbf{k}) + \Sigma_C(\mathbf{k}, z_{\nu}). \tag{5.41}
\]
Note that this is the same kind of decomposition that was obtained in Section 2.4 [see Eq. (2.126)], where the properties of both terms were already discussed. The particular structure of these two contributions within the ladder approximation is explained in the following.

The first term corresponds to an instantaneous (energy-independent) contribution that comes from the bare potential:

$$\Sigma_{HF}(k) = \frac{-i}{-i\beta} \int \frac{d^3k'}{(2\pi)^3} \langle kk'|V|kk'\rangle A \sum_{\nu'} G(k', z_{\nu'}) =$$

$$= \int \frac{d^3k'}{(2\pi)^3} \langle kk'|V|kk'\rangle A n(k'),$$

(5.42)

where the Matsubara sum of Eq. (C.13) has been used. This has exactly the same aspect as the SCHF self-energy of Eq. (4.3). Note, however, that the previous expression is a generalized HF contribution, in the sense that the momentum distribution $n(k)$ is computed with the spectral function of the ladder approximation (which has a certain width, in contrast to the no-width spectral function of the SCHF scheme). In terms of diagrams, the difference between the SCHF self-energy and the generalized HF contribution to the SCGF self-energy come from the insertions of the internal line. While for the SCHF case these insertions are iterations of HF self-energies, in the generalized HF contribution these include all types of ladder correlations. This difference is shown schematically in Fig. 5.8.

Note that, among the insertions included in the generalized HF contribution of the ladder approximation, the rearrangement term that accounts for the depletion in the Brueckner-Bethe-Goldstone theory (the second diagram in the SCGF row) is included [Jeu76; Zuo99].

The remaining term in the Fourier transform of the self-energy in Eq. (5.41) is proportional to the imaginary part of the $T$-matrix. Using the spectral decompo-
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sition of the propagator, Eq. (2.57), this can be rewritten as:

\[
\Sigma_C(k, z_\nu) = -\frac{i}{-i\beta} \sum_{\nu'} \int \frac{d^3 k'}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\Omega}{\pi} \frac{d\omega'}{2\pi} A(k', \omega') \langle kk' | \text{Im} T(\Omega_+) | kk' \rangle_A \langle kk' | \text{Im} T(\Omega_+) | kk' \rangle_A F(z_\nu, \Omega, \omega'),
\]

where \( F(z_\nu, \Omega, \omega') \) is given by the Matsubara sum:

\[
F(z_\nu, \Omega, \omega') = \sum_{\nu'} \frac{1}{z_\nu' + z_\nu - \Omega} \frac{1}{z_\nu' - \omega'}.
\]

This sum involves a function with two poles. The procedure to compute it is sketched in Appendix C. First of all, the sum is converted into an integral of the summed function times \(-\beta f(z)\), which is a function with unit poles at the Matsubara frequencies. One can deform the original contour \( C \), which encircled each of the Matsubara frequencies in the positive sense, to a contour \( C' \) that only includes the poles of the integrand at \( z_1 = \Omega - z_\nu \) and \( z_2 = \omega' \) in the negative sense. Applying Cauchy’s theorem to those poles (and noting that the contributions of the arcs at infinity vanish), one gets:

\[
F(z_\nu, \Omega, \omega') = \frac{\beta f(\omega') - f(\Omega - z_\nu)}{z_\nu + \omega' - \Omega}.
\]

One can now use the relation \( f(\Omega - z_\nu) = -b(\Omega) \), valid for odd integers \( \nu \), to rewrite the \( \Sigma_C \) term as follows:

\[
\Sigma_C(k, z_\nu) = -\int \frac{d^3 k'}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\Omega}{\pi} \frac{d\omega'}{2\pi} \langle kk' | \text{Im} T(\Omega_+) | kk' \rangle_A A(k', \omega') \frac{f(\omega') + b(\Omega)}{z_\nu' + \omega' - \Omega}.
\]

All the dependence in \( z_\nu \) is now in the denominator of the last term in the previous expression. This allows to find the imaginary part of the self-energy within the ladder approximation:

\[
\text{Im} \Sigma_L(k, \omega_+) = \int \frac{d^3 k'}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \langle kk' | \text{Im} T(\omega + \omega'_+) | kk' \rangle_A A(k', \omega') \times [f(\omega') + b(\omega + \omega')] .
\]

It has already been shown (see Section 2.4) that the real part of the self-energy can be obtained from this imaginary part by means of the dispersion relation:

\[
\text{Re} \Sigma_L(k, \omega) = \Sigma_H F(k) - \mathcal{P} \int_{-\infty}^{\infty} \frac{d\lambda \text{Im} \Sigma_L(k, \lambda_+)}{\omega - \lambda} .
\]
The (purely real) generalized HF contribution within the ladder approximation has to be included in this expression. The remaining term is a principal value integral of the width, Γ, and involves a dispersive contribution that vanishes for large ω’s.

Several interesting properties arise from the previous expressions. In the first place, the correlated part of the self-energy in Eq. (5.47) has a surprising bosonic term. This appears due to the symmetric treatment of particle-particle and hole-hole propagation in the T-matrix. It is, for instance, absent in a BHF-type calculation, where only particle-particle correlations are taken into account. Furthermore, it is very important to note that the self-energy is the result of a very subtle cancellation. On the one hand, the bosonic function $b(\Omega)$ has a pole at $\Omega = 2\mu$. On the other hand, the imaginary part of the T-matrix has a node at this precise energy. This is easily seen from the fact that the imaginary part of the in-medium interaction is essentially proportional to $\text{Im} G_0^{II}$. Rewriting the phase space factor of Eq. (5.28) as:

$$1 - f(\omega) - f(\Omega - \omega) = b^{-1}(\Omega)f(\omega)f(\Omega - \omega),$$

(5.49)

one finds that $\text{Im} G_0^{II}(\Omega = 2\mu) = 0$ and thus $\text{Im} T(\Omega = 2\mu) = 0$. As long as this is true, the integrand in Eq. (5.47) will be a smooth function of $\omega'$ and the integral will yield finite results.

To complete this section, let us note that, in any calculation in nuclear matter, the T-matrix will be given in partial waves. It is thus reasonable to give an expression of the self-energy in terms of the partial wave decomposed T-matrix. This can be done following the same steps that were used for the SCHF self-energy in Section 4.4. The final result yields:

$$\text{Im} \Sigma_L(k, \omega_+) = \frac{1}{16\pi} \sum_{JLST} \left[ 1 - (-1)^{L+S+T} \right] (2T + 1)(2J + 1)$$

$$\int \frac{d^3 k'}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \langle q[k, k'] | \text{Im} T_{LL}^{JST}(P[k, k'], \omega + \omega_+) | q[k, k'] \rangle$$

$$\times \mathcal{A}(k', \omega') \left[ f(\omega') + b(\omega + \omega') \right].$$

(5.50)

The notation $q[k, k']$ and $P[k, k']$ once again denotes that both the relative and the total momentum depend on the single-particle momenta, $k$ and $k'$.

### 5.5 Self-Consistent Green’s Functions scheme

The SCGF method is a particular scheme devised to obtain the spectral function within the ladder approximation in an iterative way. The equations involved in this process are sketched in Table 5.1. The self-consistency of the method refers, in this case, to the fact that the three relevant quantities (the T-matrix, the self-energy and the spectral function) are computed from each other at each step of
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<table>
<thead>
<tr>
<th>Step</th>
<th>Eq.</th>
<th>Self-Consistent Green’s Function Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(3.47)</td>
<td>[ \rho = \nu \int \frac{d^3k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \mathcal{A}(k, \omega)f(\omega, \tilde{\mu}) ]</td>
</tr>
<tr>
<td>2</td>
<td>(5.28)</td>
<td>[ \text{Im} G^0_{II}(\Omega_+; k, k') = -\frac{1}{2} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \mathcal{A}(k, \omega) \mathcal{A}(k', \Omega - \omega) \times [1 - f(\omega) - f(\Omega - \omega)] ]</td>
</tr>
<tr>
<td>3</td>
<td>(5.29)</td>
<td>[ \text{Re} G^0_{II}(\Omega; k, k') = -\mathcal{P} \int_{-\infty}^{\infty} \frac{d\Omega'}{\pi} \text{Im} G^0_{II}(\Omega'; k, k') ]</td>
</tr>
<tr>
<td>4</td>
<td>(5.36)</td>
<td>[ G^0_{II}(\Omega; K, q_r) = \frac{1}{2} \int_{-1}^{1} d(\cos \theta) G^0_{II}(\Omega;</td>
</tr>
<tr>
<td>5</td>
<td>(5.35)</td>
<td>[ \langle k_r</td>
</tr>
<tr>
<td>6</td>
<td>(5.47)</td>
<td>[ \text{Im} \Sigma_L(k, \omega_+) = \int \frac{d^3k'}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} \langle kk'</td>
</tr>
<tr>
<td>7</td>
<td>(5.42)</td>
<td>[ \Sigma_{HF}(k) = \int \frac{d^3k'}{(2\pi)^3} \langle kk'</td>
</tr>
<tr>
<td>8</td>
<td>(2.131)</td>
<td>[ \text{Re} \Sigma_L(k, \omega_+) = \Sigma_{HF}(k) - \mathcal{P} \int_{-\infty}^{\infty} \frac{d\lambda}{\pi} \text{Im} \Sigma_L(k, \lambda_+) ]</td>
</tr>
<tr>
<td>9</td>
<td>(2.130)</td>
<td>[ \mathcal{A}(k, \omega) = \frac{-2\text{Im} \Sigma_L(k, \omega_+)}{[\omega - \frac{k^2}{2m} - \text{Re} \Sigma_L(k, \omega)]^2 + [\text{Im} \Sigma_L(k, \omega_+)]^2} ]</td>
</tr>
</tbody>
</table>

Table 5.1: Set of equations iterated in the SCGF method.
Ladder Approximation

the iterative process. Note that for every iteration these are calculated in both its energy and momentum dependence, i.e. they are off-shell. In this sense, when the results are converged, the spectral function that enters in, say, Eq. (5.47) to determine $\Sigma_L$, is the same one that is obtained from this self-energy through Eq. (2.130) in the whole energy-momentum range.

The iterative process starts usually with a given approximation to the spectral function. For a fixed temperature and density, one can then invert Eq. (3.47) to find the chemical potential $\tilde{\mu}$, which is used in the remaining thermal distribution functions that appear in this iteration. With $\mathcal{A}$ and $\tilde{\mu}$, one can readily compute the imaginary part of the non-correlated two-body propagator, $\text{Im} G^0_{II}$. By means of the dispersion relation of Eq. (5.29), the real part of this quantity can be determined. The dependence of $G^0_{II}$ on the angle between the center-of-mass momentum and the relative momentum is then averaged out. With this result, one now solves the Lippman-Schwinger integral equation, Eq. (5.35), with the help of standard matrix inversion techniques. Once this is achieved, one has access to the real part of the self-energy. To this end, one needs both the generalized HF contribution of Eq. (5.42) and the dispersive contribution of Eq. (2.131). With the real and the imaginary parts of the self-energy, the spectral function is readily computed from Eq. (2.130). This spectral function can now be used to obtain a new chemical potential by means of Eq. (3.47), which starts a new iteration in the scheme.

It is also interesting to note that, in each iteration of the SCGF scheme, the spectral function is computed from the corresponding self-energy. The one-body propagator for an iteration is thus obtained from the self-energy of the previous iteration via Dyson’s equation, which corresponds to a self-consistent renormalization procedure, as explained in Section 2.7. The renormalization process is however slightly different than the one introduced in the Hartree-Fock case (see Section 4.2), because in this case the initial guess is not the free one-body propagator, but a dressed propagator at a different temperature and density (see Appendix E). The analysis in terms of diagrams of this process is thus not as clean as in the SCHF case, where each iteration step could be seen to correspond to a given set of self-energy insertions (see Fig. 4.4). The convergence in the iterative process, however, guarantees that the final result corresponds to the self-consistent one-body propagator (self-consistent in the sense that it has gone through a self-consistent renormalization process).

About 5 to 10 iterations are enough to achieve full numerical consistency. The starting point for this iterative process (for a given density and temperature) is the spectral function of a different density and temperature. The exact number of iterations however depends strongly on how close the initial guess is from the final result and also on the level of degeneracy. At very high densities or low temperatures, for instance, where the system is very degenerate and thus close to
the $T = 0$ result, one needs a large number of mesh points in both momentum and energy to sample the sharp structures that arise in most of the quantities, especially close to the Fermi surface. This complicates the calculations and makes them very time-consuming. Note that this is also one of the reasons why the finite temperature calculations are more suitable than the zero-temperature ones. The softening of the peak-like structures in the spectral functions with temperature, for instance, is extremely useful in the numerical treatment. Still, the SCGF scheme at finite temperature, starting from a realistic NN interaction, is a very demanding task. The main difficulty lies precisely in correctly sampling these momentum and energy dependences for all the quantities, which usually implies the construction of accurate meshes which have to consider at the same time sharp structures at the Fermi surface as well as very wide tails in the low and high energy regions.

The full numerical resolution of the SCGF approach in nuclear matter was achieved in Refs. [Fri03; Fri04a]. Part of the results presented in this Thesis are based on this original work of the Tübingen group. The SCGF method is implemented numerically with the help of the MATLAB software, which is especially suited for the treatment of the large multi-dimensional arrays that appear in these calculations. A full iteration takes about 3 hours on a desktop computer and thus a full calculation takes about a day of computing time to achieve consistency. In Appendix E the numerical details entering the resolution of the SCGF scheme are presented. The reader might also find detailed explanations in Tobias Frick’s Thesis [Fri04a].

5.6 Connection to other approaches

The SCGF scheme results from the requirement that the single-particle propagator, the self-energy and the in-medium interaction in the ladder approximation are obtained from one another at each iteration in a self-consistent manner. Both the energy and the momentum dependences are iterated self-consistently. Other many-body approximations soften these self-consistency requirements to a certain extent. Two of these approximations, which are close in spirit to the SCGF but which lack its full off-shell self-consistency, will now be discussed.

A somewhat intuitive approach that can be derived from the SCGF equations appears, for instance, from a no-width quasi-particle approximation to the spectral function, Eq. (2.137). Using this approximation, one can solve the equation for the $T$-matrix with the following non-correlated two-body propagator:

$$
\Xi^{0}_{IIQP}(\Omega_{+};k,k') = \left\langle Z(k)Z(k')\frac{1-f[\varepsilon_{QP}(k)]-f[\varepsilon_{QP}(k')]}{\Omega_{+}-\varepsilon_{QP}(k)-\varepsilon_{QP}(k')}\right\rangle_{\theta},
$$

where the notation $\langle \cdot \rangle_{\theta}$ is meant to represent the angle average procedure. In this approximation, a pole in the denominator shows up and thus needs to be extracted.
with a suitable technique \cite{Haf70}. From the in-medium interaction, one computes the self-energy from the equation:

$$\text{Im } \Sigma_Q(k, \omega_+ = \int \frac{d^3k'}{(2\pi)^3} Z(k') \langle kk' \mid \text{Im } T(\omega_+ + \varepsilon_Q(k'), \mathbf{K}) \mid kk' \rangle_A \times \left[ f(\varepsilon_Q(k')) + b(\omega + \varepsilon_Q(k')) \right]. \quad (5.52)$$

This can be computed for different energies $\omega$ and then, by means of the dispersion relation of Eq. (5.48), one obtains an energy-dependent $\text{Re } \Sigma$. For each momentum, this can be used to find a new quasi-particle spectrum:

$$\varepsilon_Q(k) = \frac{k^2}{2m} + \text{Re } \Sigma_Q(k, \varepsilon_Q(k)), \quad (5.53)$$

which is then introduced in Eq. (5.51) to compute a new $T$-matrix and a new self-energy. The procedure can be iterated, until consistency in the quasi-particle spectrum, $\varepsilon_Q(k)$, is reached. The real and imaginary parts of the self-energy thus obtained can be used to build a spectral function $A$, which contains a non-trivial energy dependence. These equations (usually defined with $Z = 1$) form the so-called \textit{Quasi-Particle Green’s Function} (QPGF) approach \cite{Ram88, Ram89}. Note that the main difference between this and the SCGF approach is the self-consistency in the off-shell behavior of $A(k, \omega)$. While in the SCGF method the spectral function is treated at every step in both its momentum and energy variables, the QPGF works with a no-width spectral function until the last iteration. In this sense, the QPGF method does not treat off-shell effects consistently.

The QPGF method describes the intermediate particle-particle and hole-hole propagation at the quasi-particle level. This is already one step beyond the usual BHF approach, in which only particle-particle correlations are considered. Both methods, however, differ in their foundations. While the QPGF approach is derived from the diagrammatic expansion of the Green’s function, the BHF approach relies on the Goldstone expansion for the total energy of a many-body system \cite{Gol57}. This is somewhat equivalent to the linked cluster expansion for $\Omega$, but at zero temperature and expressed in terms of the so-called Goldstone diagrams. One can sum up an infinite series of these diagrams by introducing the $G$-matrix, an in-medium interaction that is corrected with the Pauli blocking effects that act on the scattering process of two intermediate particles. This is related to the $T$-matrix introduced above and also fulfills a Lippman-Schwinger equation. The total energy of the system can then be expanded in terms of diagrams containing $G$-matrices and a given number of hole lines. Actually, Bethe showed that the correct expansion parameter is given by the number of hole lines which, roughly speaking, is proportional to the density \cite{Bet65}. This is the so-called Brueckner-Bethe-Goldstone (or hole-line) expansion for the total energy of an interacting many-body system. Taking the lowest order term in this expansion gives the BHF approximation, which was the first successful theory in describing qualitatively the properties of nuclear matter from microscopical interactions \cite{Day67}. 
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One can derive a certain extension of the BHF theory at finite temperatures from the SCGF approach. This is achieved by keeping in the $G^0_{II}$ of Eq. (5.27) only the contribution of the $G^>$ correlation functions which correspond, in the zero-temperature limit, to the particle propagators. With this prescription, $G^0_{II}$ becomes the particle-particle propagator:

$$G^0_{II,BHF}(\Omega^+; k, k') = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega'}{2\pi} A(k, \omega) A(k', \omega') \frac{[1 - f(\omega)][1 - f(\omega')]}{\Omega^+ - \omega - \omega'} .$$

(5.54)

Now one might take also the no-width quasi-particle approximation with $Z = 1$ and angle-average this quantity to get:

$$\overline{G}^0_{II,BHF}(\Omega^+; k, k') = \left\langle 1 - f[\varepsilon_{BHF}(k)] \ 1 - f[\varepsilon_{BHF}(k')] \right\rangle_{\theta} .$$

(5.55)

This reduces to the in-medium propagator of two-particles in the zero temperature limit, where the phase space factors of the numerator become the Pauli blocking factors $\Theta[k - k_F] \Theta[k' - k_F]$. The denominator in the previous expression is given by the quasi-particle spectrum $\varepsilon_{BHF}(k)$, both below and above the Fermi surface. Within a zero temperature BHF framework, the quasi-particle energies are determined from:

$$\varepsilon_{BHF}(k) = \frac{k^2}{2m} + \Sigma_{BHF}(k, \varepsilon_{BHF}(k)) ,$$

(5.56)

only for hole ($k < k_F$) states, according to the Bethe-Brandow-Petschek theorem [Bet63]. Above the Fermi surface, one is free to chose the particle spectrum. The traditional choice is to use a free spectrum, which introduces an energy gap in the spectrum at the Fermi surface and is accordingly called the gap choice. Yet, the continuous choice arises more naturally in Green’s function theory and it has been proposed as an alternative [Jeu76]. In addition, the continuous choice at the two-hole line level yields results which are closer to the full three-hole line expansion, which is a sign of its better convergence properties in the hole-line expansion [Son98]. The in-medium interaction associated to this BHF approach at finite temperature reads:

$$\langle k_r | G(\Omega^+, K) | p_r \rangle = \langle k_r | V | p_r \rangle + \int d^4q_r \langle k_r | V | q_r \rangle \overline{G}^0_{II,BHF}(\Omega^+; K, q_r) \langle q_r | G(\Omega^+, K) | p_r \rangle ,$$

(5.57)

which defines the so-called $G$-matrix. Now one can determine the corresponding BHF self-energy from this interaction. Nevertheless, an extra approximation has
to be carried out before one can strictly say that the BHF approach is derived
from the SCGF method. It has already been commented that the bosonic factor
appearing in Eq. (5.47) is due to the consistent propagation of both particle-
particle and hole-hole pairs. Within the BHF approximation at zero temperature,
only particle-particle pairs propagate and thus no bosonic factor should appear.
Indeed, both the real and imaginary part of the on-shell self-energy are obtained
from the following expression:

\[ \Sigma_{BHF}(k) = \int \frac{d^3k'}{(2\pi)^3} \langle kk' | G(|\varepsilon_{BHF}(k) + \varepsilon_{BHF}(k')|, K) | kk' \rangle f[\varepsilon_{BHF}(k')] . \tag{5.58} \]

The set of equations Eq. (5.56), Eq. (5.57) and Eq. (5.58) are to be solved self-
consistently. Note that, in contrast to the SCGF method, in the BHF approach
one only needs to compute the on-shell self-energy at each step of the iterative
process.

The equations presented above give, in the zero temperature limit, the corre-
responding expressions of the \( G \)-matrix and the self-energy of the usual zero-
temperature BHF approach. Yet, this does not necessarily mean that this is
the correct generalization of the BHF method at finite temperature. As a mat-
ter of fact, there is no such direct generalization and one cannot associate the
scheme presented above to a partial summation of diagrams for the energy per
particle at finite temperature. Instead, a partial sum can be achieved for the
grand-canonical potential in the so-called Bloch-de Dominicis (BdD) approach
\cite{Blo58a, Blo58b, Blo59a, Blo59b}. This correspond to a different many-body
method than the one presented in this Thesis. Its diagrammatic expansion, for
instance, is written in terms of cylindrical diagrams (see \cite{Nic05}, for a complete
discussion about this scheme). Within this theory, a similar expression to Eq. (5.57)
for the in-medium temperature-dependent interaction can be obtained, but in prin-
ciple there is not a straightforward expression for the energy per particle of the
finite temperature system. The grand-potential, on the other hand, can be ex-
pressed in terms of the in-medium interaction and, from it, the remaining ther-
modynamical properties of the system can be derived. Traditionally, however, the
BHF approach has been extended to finite temperatures in a more naive way,
closer to the scheme introduced above. One simply replaces the zero tempera-
ture momentum distribution, \( n(k) = \Theta(k_F - k) \), with the Fermi-Dirac distribution
\( f[\varepsilon_{BHF}(k)] \) in all the equations of the zero temperature BHF approxima-
tion. In this way, Eq. (5.57) for the \( G \)-matrix is reproduced and the total energy of the
system is given by:

\[
\frac{E^{BHF}}{A} = \frac{\nu}{\rho} \int \frac{d^3k}{(2\pi)^3} f[\varepsilon_{BHF}(k)] \frac{k^2}{2m} \\
+ \frac{\nu}{2\rho} \int \frac{d^3k}{(2\pi)^3} \int \frac{d^3k'}{(2\pi)^3} f[\varepsilon_{BHF}(k)] f[\varepsilon_{BHF}(k')] \\
\times \langle kk' | G([\varepsilon_{BHF}(k) + \varepsilon_{BHF}(k')]_+, K) | kk' \rangle . \tag{5.59} \]
5.7. Microscopic results

The free energy is then computed from this generalization of the energy per particle plus a mean-field expression for the entropy of the system \[ \text{Lej86; Bom94; Zuo03; Rio05a} \]. The BHF calculations presented in this Thesis have been obtained within this scheme. Even though this approximation is not based on first principles, it yields reasonable results, because the dominant diagrams of the BdD expansion reduce to this naive finite temperature BHF approach for low temperatures \[ \text{Bal99} \]. The BdD approach has been applied to hot nuclear matter from realistic NN potentials by the Catania group \[ \text{Bal99; Bal04; Nic05} \]. To our knowledge, there is no detailed study in which the BdD theory and the Green’s function approach at finite temperatures are thoroughly compared.

5.7 Microscopic results

All the results quoted in this and the following sections have been obtained with the finite temperature SCGF scheme described in detail in Appendix \[ \text{E} \] using the CDBONN potential \[ \text{Mac96} \]. In the numerical treatment, partial waves up to \( J = 8 \) have been included in the generalized Hartree-Fock term and up to \( J = 2 \) in the inversion procedure for the \( T \)-matrix. On the other hand, the quoted BHF results have been computed with the same NN potential with partial waves up to \( J = 4 \). None of these calculations include three-body forces. The saturation point of nuclear matter is thus not reproduced and, in this sense, the results presented in this Thesis should be taken as a first study of the properties of nuclear matter within SCGF theory.

5.7.1 In-medium interaction

Once the sum over partial waves of Eq. 5.37 is performed, the resulting diagonal \( T \)-matrix depends on three quantities: the total energy of the two scattering particles, \( \Omega \); the center-of-mass momentum, \( P \), and the relative momentum, \( q \). In the figures here presented, the relative momentum has been set to zero, \( q = 0 \), and thus the single-particle momenta of the two scattering particles are equal. In the left panel of Fig. 5.9 a density plot of the imaginary part of the \( T \)-matrix is shown at \( \rho_0 \) and \( T = 10 \) MeV. On top of the density plot, the dashed line corresponds to the relation \( \Omega = 2 \varepsilon_{qp}(P) \). This curve defines two very different regions for the imaginary part of the in-medium interaction at this momentum. The region of the \( P - \Omega \) plane where \( \text{Im} \ T \) is different from zero corresponds roughly to \( \Omega > 2 \varepsilon_{qp}(P) \). Actually, in a quasi-particle picture at zero temperature one can show that, below this value, the imaginary part of the in-medium interaction cancels exactly \[ \text{Ram88; Dew02} \]. As seen in the figure, this is also approximately true in the SCGF scheme at finite temperature.

Moreover, the Fermi momentum also defines two different regions of interest for the \( T \)-matrix. Above \( P = k_F \), for instance, \( \text{Im} \ T \) is restricted to the region \( \Omega > 2 \mu \),
Figure 5.9: Left panel: Density plot of the imaginary part of the $T$-matrix (the units are MeV fm$^3$) as a function of the total energy $\Omega - 2\mu$ (in units of the chemical potential, $\mu = -24.8$ MeV) and the center-of-mass momentum $P$ (in units of the Fermi momentum, $k_F = 263$ MeV) for a relative momentum of $q = 0$. The black dashed line is given by the relation $\Omega = 2\epsilon_qp(P)$. The density is $\rho = \rho_0$ and the temperature is 10 MeV. Right panel: real part of the $T$-matrix in the same conditions.

it is negative and it presents a valley-like structure that follows closely $\Omega = 2\epsilon_qp(P)$ relation energies (see also Fig. 5.10). Below the Fermi surface, on the other hand, the structure of the imaginary part is quite different. While for energies below $2\mu$ it is basically positive, at energies above the chemical potential the imaginary part of the in-medium interaction becomes negative. This corresponds to the wiggle-like structure that is most easily seen in Fig. 5.10. Note that, both above and below the Fermi momentum, the imaginary part of the $T$-matrix has a node at $\Omega = 2\mu$. As commented previously, this condition is necessary in order to cancel the pole of the bosonic contribution in Eq. (5.47).

The imaginary part of the $T$-matrix is shown in a three-dimensional plot in Fig. 5.10. This allows for a clear overall view of its properties as a function of the two-particle energy, $\Omega$, and the center-of-mass momentum, $P$, at $q = 0$. The two effective interactions of the figure have been computed for the same density, but the left and right panels correspond to two different temperatures, chosen to illustrate its temperature dependence. While the left panel is obtained from a low temperature, $T = 5$ MeV, the right one is computed for a high temperature of $T = 20$ MeV. In the first place, let us note that from the figure it is clear that the region with finite contributions of $\text{Im} T$ is mostly independent of temperature. This region is given by the condition $\Omega > 2\epsilon_qp(P)$ and its temperature independence signals the fact that the quasi-particle energies are almost independent of temperature. This will be seen more clearly in the following (see Fig. 5.16). In addition, in both
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Figure 5.10: Imaginary part of the $T$-matrix as a function of the total energy $\Omega - 2\mu$ and the center-of-mass momentum $P$ for $q = 0$. The density is $\rho = \rho_0$ and the temperature is 5 MeV for the left panel and 20 MeV for the right panel.

panels one can see the valley-like structure above $P = k_F$, which corresponds to the energies set by the quasi-particle relation $\Omega = 2\varepsilon_{qp}(P)$. The figures in both panels, however, display a relevant difference: the wiggle structure close to $P = 0$ and $\Omega = 2\mu$ is much more pronounced in the low temperature $T$-matrix than in the high-temperature one. As explained above, this is the region where pairing is mostly favored and the appearance of this strength can be related to this low-temperature phenomenon. This also explains why at higher temperatures, where pairing is less important, the structure is softened.

The precursor effects of the pairing transition are most clearly seen in the real part of the $T$-matrix, shown in Fig. 5.11 for the same conditions. The real and the imaginary part of the $T$-matrix are related by the dispersion relation of Eq. (5.21). In general terms, one expects that, whenever the imaginary part presents a structure, this is translated into the real part by means of this dispersive integral. This explains the fact that the pairing structure is seen in Fig. 5.11 in the same region as commented above. For the low temperature, however, the structure is particularly strong. As mentioned previously, at very low temperatures the presence of a pole at $q = 0, \Omega = 2\mu$ signals the onset of a phase in which nucleons tend to form Cooper pairs. Actually, the dip in $\text{Re} T$ is related to the strong attraction that nucleons feel in this kinematical conditions and thus can be taken as a precursor effect of the pairing instability. For a temperature lower than $T = 5$ MeV, this structure will eventually become a pole, signaling the breakdown of the $T$-matrix approximation. Apart from this low momentum structure, the general aspect of the two panels in Fig. 5.11 is quite similar. At very low energies and high momenta, for instance, the real part of the $T$-matrix becomes constant.
Figure 5.11: Real part of the T-matrix as a function of the total energy $\Omega - 2\mu$ and the center-of-mass momentum $P$ for $q = 0$. The density is $\rho = \rho_0$ and the temperature is 5 MeV for the left panel and 20 MeV for the right panel.

at the two temperatures. From Eq. (5.21), it is easy to see that this energy and momentum independent contribution comes from the bare NN interaction. In fact, the zones where Re $T$ becomes a constant are essentially those where the dispersive contribution of Eq. (5.21) gives no contribution to the in-medium interaction. Moreover, the real part of the effective interaction presents a valley-like structure above $P = k_F$ which follows closely the relation $\Omega = 2\varepsilon_{qp}(P)$. This is clearly seen in the right panel of Fig. 5.9 where the dashed line coincides, above $k_F$ and $2\mu$, with the minima of Re $T$. Finally, it is interesting to note that, in the region $P \sim k_F$ and $\Omega \sim 2\mu$, the real part of the in-medium interaction presents a neck, where its total contribution is smaller in absolute value than both the low momentum and low energy pairing region and the high momentum and high energy valley structure.

5.7.2 Self-energy

As explained above, once the in-medium interaction is known, the self-energy can be readily computed. In particular, the imaginary part of the ladder self-energy is given by the integral of Eq. (5.47), in which the spectral function, the imaginary part of the in-medium interaction and the phase space factor play an important role. In the numerical evaluation of Im $\Sigma$ there is an interplay between the signs of these functions above and below $2\mu$, so that the final convolution yields a negative Im $\Sigma$ in the whole energy and momentum domain, as it should be according to Eq. (2.129). Once this is known, the dispersion relation of Eq. (2.131) can be used to obtain the real part of the ladder self-energy.
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![Graph showing real and imaginary parts of the self-energy](image)

Figure 5.12: Real (left panel) and imaginary (right panel) part of the self-energy as a function of the momentum $k$ and energy $\omega$. This has been computed at $\rho_0$ and $T = 10$ MeV.

The real part of the self-energy is shown in the left panel of Fig. 5.12 for nuclear matter at $\rho_0$ and $T = 10$ MeV as a function of the single-particle momentum $k$ and the energy $\omega$. In the zone close to $k \sim 0$ and $\omega = \mu$, a wiggle is neatly seen. Apart from that small structure at intermediate energies, the real part of the self-energy appears to be almost energy independent. This is a consequence of the fact that the generalized HF contribution yields large values that easily overcome the dispersive contribution of Eq. (5.48). The important momentum dependence is also essentially given by the HF contribution, which becomes very repulsive at large momenta. At low momentum, the presence of the (overall) attractive dispersive contribution helps in getting a more attractive real self-energy.

The right panel of Fig. 5.12 displays the imaginary part of the self-energy for the same density and temperatures. Around $\omega \sim \mu$ and for low momenta, the imaginary part of $\Sigma$ presents a cusp. This can be understood from a careful analysis of the convolution of the different factors in Eq. (5.47) [Fri04a]. At energies close to the chemical potential, the available phase space is reduced and $\text{Im} \Sigma$ tends to be negligible. Actually, for a zero temperature calculation, Luttinger [Lut60] showed that, due to phase space restrictions, the imaginary part of the self-energy must have a parabolic shape:

$$\text{Im} \Sigma(k, \omega) \sim a(\omega - \mu)^2.$$  \hfill (5.60)

One can see that this parabolic shape is kept at finite temperature, although the width does not vanish anymore once thermal effects are included in the system. As a matter of fact, for low temperatures the previous relation is modified to:

$$\text{Im} \Sigma(k, \omega) \sim a \left[ (\omega - \mu)^2 + \pi^2 T^2 \right],$$  \hfill (5.61)
5. Ladder Approximation

which yields a width that, for $\omega = \mu$, increases quadratically with temperature [Abr65]. For energies slightly below $\mu$, the phase space is still small, but the convolution of the bosonic and fermionic term with the spectral function of particle ($k > k_F$) states is relevant and gives large results. For energies above (but close to) $\mu$, the hole states of the spectral function convolute with the phase space factors to give a non-zero $\Im \Sigma$ [Fri04a]. This explains the large values for energies somewhat lower and larger than $\mu$, which are translated into a strong cusp in the imaginary part of $\Sigma$. This cusp is softened at high momentum, where the imaginary part of the self-energy becomes essentially flat and close to zero below $\omega = \mu$. For zero momentum states, there is an intermediate minimum between the $\omega \sim \mu$ cusp and the zero at very negative energies. This dip disappears with increasing momentum. There is also a minimum between $\omega = \mu$ and the high energy region where $\Im \Sigma \to 0$. This is however not resolved in the figure due to the small energy range shown. Let us note that this minimum, in contrast to the one appearing in the hole ($\omega < \mu$) region, does not disappear at large momenta.

The tails for very negative (low) and very positive (high) energies of the imaginary part of the self-energy at $k = 0$ are shown in a large range of energies in Fig. 5.13. The density dependence of these tails is explored by showing the results obtained at $\rho_0/2$, $\rho_0$ and $2\rho_0$. The first thing to note is the strong asymmetry in the energy regions. While, at negative energies of around $\omega \sim \mu - 1000$ MeV the imaginary part of the self-energy is already negligible at all densities, for positive

Figure 5.13: High energy tails of $\Im \Sigma(k = 0, \omega)$. The three curves are given at three different densities: $\rho_0/2$ (full line), $\rho_0$ (dotted line) and $2\rho_0$ (dashed line).
energies at $\omega \sim \mu + 4000$ MeV it still yields large values. This strength of the self-energy at very high energies is closely related to the short-range core of the NN interaction. When iterated in the formalism, this short-range core excites low-energy and low-momentum states to higher energy and momentum states. The exact details of this excitation depend on the short-range behavior of the bare potential, which nonetheless might not be well resolved by experimental NN scattering data. One can however analyze the density dependence of these queues. The low energy damping of the imaginary-part, on the one hand, is strongly density dependent and is mainly due to the attenuation of the $\text{Im} T$ matrix elements at very negative energies. On the other hand, the high energy queues decrease almost linearly with density. This behavior can be traced back to the density independence of the $T$-matrix at high energies. Since this factor is independent of $\rho$, the density dependence must come from the remaining integral of the phase space factors, which indeed gives a contribution almost proportional to the density [Fri04a].

The density and temperature dependences of the imaginary part of the self-energy are studied, for energies close to $\mu$, in Fig. 5.14. The left column of panels displays the energy dependence for five different densities, distributed in equidistant steps from 0.1 to 0.5 fm$^{-3}$, while the right column shows $\text{Im} \Sigma$ at four temperatures, from $T = 5$ to 20 MeV. The momentum dependence is explored by showing three panels corresponding to the momenta $k = 0$ (upper), $k_F$ (middle) and $2k_F$ (lower panels). A striking difference can be observed when comparing the two columns. While the imaginary part of the self-energy is strongly density dependent (with changes of up to 60 MeV for all momenta in the high energy region), this quantity does not change appreciably with temperature. For the panel on the right column corresponding to $k = 2k_F$, for instance, there is no appreciable difference among the $\text{Im} \Sigma$'s at the four displayed temperatures. At the Fermi surface ($k = k_F$), differences start to appear, mainly in the region close to $\omega = \mu$, where the absolute value of $\text{Im} \Sigma$ increases with temperature. As explained before, in the zero temperature limit, $\text{Im} \Sigma(k, \omega = \mu)$ should cancel exactly. At low temperatures, one is close to this cancellation, but with a quadratic temperature dependence [Boz02]. The same behavior is obtained for the zero momentum self-energy, where the effect of temperature is however larger. Moreover, for this momentum some appreciable differences appear both above and below the chemical potential. In these regions, one finds that the imaginary part decreases in absolute value with temperature. These variations with temperature are easily smeared out with energy, and for $\omega < \mu - 200$ MeV or $\omega > \mu + 400$ MeV they are not anymore observable.

Concerning the momentum dependence of the results, it is interesting to note that in all cases one observes a local minimum below $\omega = \mu$, although this dip becomes shallower and wider with higher momenta. It is hardly appreciated at $k = 2k_F$, for instance. Furthermore, the position of this low-energy dip is strongly
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Figure 5.14: Im Σ(k, ω) as a function of the energy ω − µ for three momenta: k = 0 (upper panel), k_F (middle panel) and 2k_F (lower panel). In the left panels, the different lines correspond to five different densities (from 0.1 to 0.5 fm⁻³ in equidistant steps). In the right panels, the different lines correspond to four different temperatures (from 5 to 20 MeV in equidistant steps).

density dependent. For k = 0 and ρ = 0.1 fm⁻³, it lies at ω ~ µ − 50 MeV, while for ρ = 0.5 fm⁻³ it is located at ω ~ µ − 250 MeV. Both at k = k_F and at k = 2k_F, the dip becomes shallower and the structure in the imaginary part of the self-energy below µ is wider. Thus the minimum becomes less pronounced. It is also interesting to note that, far below µ, the higher the density, the higher in absolute value the imaginary part of the self-energy becomes. The same behavior is observed, in a much more enhanced scale, at energies far above µ where, as already commented, the imaginary part of the self-energy increases linearly with density. For energies close to the chemical potential, the opposite behavior is found and with higher densities the imaginary part of the self-energy becomes closer to zero. This result can be attributed to the increasing degeneracy of the system. At a fixed temperature and increasing the density, the system is closer to the degenerate limit and thus to the T = 0 result which, as already commented, yields
a vanishing width at \( \omega = \mu \).

A useful quantity which is of interest in the comparison with other many-body approaches as well as in the treatment of dynamical quasi-particles in the entropy is the quasi-particle energy (or single-particle spectrum). This is obtained from the self-consistent equation:

\[
\varepsilon_{qp}(k) = \frac{k^2}{2m} + \text{Re} \Sigma(k, \varepsilon_{qp}(k)).
\]

The solution of this equation, which corresponds to a vanishing real part of the inverse propagator, describes, whenever the width \( \Gamma \) is small enough, the quasi-particle peak of the spectral function. In highly correlated systems, the self-consistent spectrum might be hard to find due to the strong energy dependence of \( \text{Re} \Sigma(k, \omega) \). This is not the case for nuclear matter within the ladder approximated, as shown by Fig. 5.15. The graphical solution of the previous equation is shown for the empirical saturation density at \( T = 10 \) MeV for three different momenta, \( k = 0, k_F \) and \( 2k_F \). The point where the dotted \( \omega = \omega \) function crosses the lines corresponding to the \( \frac{k^2}{2m} + \text{Re} \Sigma(k, \omega) \) function gives the solution of Eq. (5.62) and therefore yields the corresponding quasi-particle energy at a fixed momentum. Note that the wiggle of the real self-energy close to the quasi-particle energy does not affect the final result, in the sense that the solution of Eq. (5.62) for a given
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Figure 5.15: Graphical solution of Eq. (5.62) for the real part of the SCGF self-energy at \( \rho_0 \) and \( T = 10 \) MeV for three different momenta: \( k = 0 \) (full line), \( k_F \) (dashed line) and \( 2k_F \) (dot-dashed line). The dotted line corresponds to \( \omega = \omega \).
momentum is unique. This allows for a clean definition of quasi-particle states in the ladder approximation.

A brief sketch of the momentum, density and temperature dependence of these self-consistent quasi-particle energies is given in Fig. 5.16. The three panels display \( \text{Re} \Sigma(k,\varepsilon_{qp}(k)) \) as a function of momenta for two different temperatures (\( T = 5 \) MeV and \( T = 20 \) MeV). The three panels correspond to three different densities (\( \rho_0/2, \rho_0 \) and \( 2\rho_0 \)). Moreover, the corresponding SCHF [see Fig. 4.8] and BHF results are also shown for comparison. Let us start by discussing the differences between the SCHF and the SCGF spectra. The \( T = 20 \) MeV results at \( k = 0 \) for the SCGF approximation are about 25 MeV more attractive than the SCHF results at the three densities. The binding of the lowest momentum state in the SCGF scheme increases considerably from half saturation, where it gives about \(-45\) MeV, to twice saturation density, where it is almost \(-100\) MeV. Although the magnitude of this increase is close to that of the SCHF scheme, the SCGF spectra are much more attractive than the mean-field ones at large momenta. Therefore, the effect of correlations (which keeps nucleons from penetrating the repulsive core of the interaction) is essential to obtain attractive spectra at all momenta. As a result of this fact, the SCGF spectra are less stiff than the SCHF ones. Moreover, the inclusion of correlations induces a flattening close to the Fermi momentum for \( T = 5 \) MeV. This flattening, which is also characteristic of the BHF spectra, is
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related to the deuteron structure in the $^3S_1$ partial wave of the $T$-matrix elements. The temperature dependence of the SCGF spectra is also different than the one of the SCHF approach. While in the latter temperature makes the spectra more repulsive at all momenta, in the SCGF the increase of temperature results in a more attractive spectrum below the Fermi surface and a more repulsive one at higher momenta. Note also that the temperature effects become less important for very high momenta, due to the softening of phase space blocking effects.

The single-particle spectra of the BHF approach yield more attractive results at low momenta than the SCGF spectra. Thus, in general, one can say that intermediate hole-hole scattering produces a repulsive effect in the spectra that, in consequence, become shallower. This may affect in turn other quantities, such as the internal energy which, in the BHF approach, is computed directly from $\text{Re } \Sigma_{BHF}$. The size of these differences is however density dependent. At half saturation, the zero-momentum spectra of the BHF approach are about 10 MeV more attractive, while at twice saturation the BHF spectra are 40 MeV more bound than the SCGF ones. These differences are smeared out for higher momentum, where the effects of dressing hole states are less important. It is also interesting to take into account the different temperature dependence of the single-particle spectra in the BHF scheme and in the SCGF method. In the finite-temperature calculations within a BHF approach, the single-particle potential becomes more repulsive with temperature at all momenta [Zuo03; Rio05a]. This is intuitively expected from the fact that the thermal factors affecting the self-energy allow for an exploration of larger relative momenta with increasing temperature. The high relative momentum states of the effective interaction are repulsive and thus give rise to an overall repulsive contribution in the spectrum. This picture changes, however, when hole-hole correlations are taken into account. In an extended BHF calculation, one can introduce a certain amount of these correlations by means of the so-called $M_2$ contribution to the self-energy, which corresponds to the lowest-order rearrangement term in the single-particle spectrum. When this term is included in the approach, it gives a repulsive contribution to the spectrum at momenta below $k_F$ for low temperatures [Zuo06]. With increasing temperature, however, this rearrangement potential looses importance and the spectra become more attractive below the Fermi surface. This is exactly what happens when hole-hole correlations are included at all orders, as seen in Fig. 5.16. Intuitively, one can associate this repulsive effect at low momenta and low temperatures to the idea that hole-hole correlations renormalize the long-range part of the interaction, which is of an attractive nature. Thus, their effect (which is limited to the hole part of the spectrum, $k < k_F$) is to soften the attractive contributions to the single-particle spectra, which is translated into a repulsive effect for momenta below the Fermi surface. Once temperature is introduced, this repulsive contribution disappears due to the softening of Pauli blocking factors, thus explaining the temperature dependence of the self-consistent spectra at low momenta.
5.7.3 Spectral function

In Chapter 2, the main properties of fermionic systems at finite temperature were derived from the one-body Green’s function and, in particular, from the spectral function associated to its spectral decomposition. Once the self-energy is computed within the SCGF method, the spectral function is easily computed from the following formula [see Eq. (2.130)]:

$$A(k, \omega) = \frac{\Gamma(k, \omega)}{\left[\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega)\right]^2 + \left[\frac{\Gamma(k, \omega)}{2}\right]^2}.$$  \hspace{1cm} (5.63)

The general properties of this function can be grasped in a simple way. In the first place, since the width is positive definite, it is clear that this function cannot present a pole. Secondly, for a fixed momentum, the spectral function usually has a maximum close to the quasi-particle energy, $\omega \sim \varepsilon_{qp}(k)$, because at this value the first term of the denominator vanishes. In addition, and since $\Gamma$ goes to zero with decreasing temperatures for $\omega \sim \mu$, the spectral function is small at this value. When the momentum is such that $\varepsilon_{qp}(k) \sim \mu$ (for low temperatures this condition is fulfilled at $k = k_F$) the two terms in the denominator as well as the numerator will become simultaneously small. The numerical solution of the SCGF scheme will show that this competition is resolved in favor of a narrow and high quasi-particle peak at $k = k_F$.

The study of the energy, momentum, density and temperature dependences of the spectral function $A(k, \omega)$ is carried out in Fig. 5.17. This is equivalent to Fig. 5.14 and the left (right) column shows the calculations at a fixed temperature (density) for different densities (temperatures). The three panels (upper, central, lower) show the spectral function at three different momenta ($k = 0$, $k_F$ and $2k_F$, respectively) as a function of the energy $\omega - \mu$. Note that in all the figures a logarithmic scale is used, which allows for a more careful study of the low (very negative) and high (very positive) energy tails of the spectral function. In addition, the dotted line that is depicted on top of the spectral functions in the left panels represents the Fermi-Dirac distribution, whose convolution in energies with the spectral function gives the momentum distribution. This will be useful in the analysis of the momentum distribution, in the following subsection.

The top left panel of Fig. 5.17 shows the evolution of $A(k = 0, \omega)$ with density. The spectral function presents a clear peak, whose position is dictated by the quasi-particle energy. This quasi-particle peak moves to lower (more attractive) energies with higher densities, reflecting the fact that zero momentum states get more bound with density (see the discussion in the previous subsection). Moreover, the width associated to the quasi-particle peak becomes larger when the density is increased. This matches with the naive intuition that higher densities correspond to larger correlations and thus to broader quasi-particle peaks. In this sense, the quasi-particle picture (which is associated to narrow quasi-particle peaks) becomes worse with increasing densities at this momentum. It is also interesting
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Figure 5.17: Spectral function as a function of the energy $\omega - \mu$ for three momenta: $k = 0$ (upper panel), $k_F$ (middle panel) and $2k_F$ (lower panel). In the left panels, the different lines correspond to five different densities (from 0.1 to 0.5 fm$^{-3}$ in equidistant steps). The dotted line shows the thermal distribution $f(\omega)$ for this temperature. In the right panels, the different lines correspond to four different temperatures (from 5 to 20 MeV in equidistant steps).

to analyze the low and high energy tails of the spectral function, which are quite different. While at high energies the spectral function becomes almost flat and its value is more or less independent of the density (in contrast to what happened to the imaginary part of the self-energy, see Fig. 5.14), in the low energy zone the spectral function yields density dependent results. In this region, the higher densities correspond to higher spectral functions. The high and low energy tails of $A$ are caused by short-range and tensor correlations, which are responsible for the fragmentation of the quasi-particle peak. These correspond to non-vanishing probabilities of finding a nucleon at energies which are far above or far below the quasi-particle peak. Thus, the increase in the strength of the low energy tails with density is in agreement with the idea that higher densities involve higher correlations. At this momentum, since the low and high energy tails are larger at high densities and since the spectral functions at all densities fulfill the same sum rule
[see Eq. (2.48)], it is natural to find that the height of the quasi-particle peak decreases with density. Note that this could also have been expected from Fig. 5.14 where the minimum of the self-energy at the quasi-particle peak becomes deeper with density. This enters the denominator of the spectral function quadratically and thus reduces its value at the peak. It is also clear that the small absolute value of \( \text{Im} \Sigma \) at \( \omega \sim \mu \) is translated into low values of \( \mathcal{A} \) close to these energies. Indeed, the spectral function presents a dip at this energy that is more pronounced with higher densities, as expected from the increasing degeneracy of the system.

The spectral function at \( k = 2k_F \) has a somewhat similar structure. The quasi-particle peak is however above the chemical potential and thus should be associated to “particle” states. This peak is shifted to higher energy values with increasing density, in agreement with the fact that the quasi-particle energies become stiffer with increasing densities. The width associated to the quasi-particle peak also increases with density, as expected from the behavior of \( \text{Im} \Sigma \) (see Fig. 5.14 at this momentum) and consequently the height of the peak decreases with increasing density. The dip of the spectral function at \( \omega = \mu \) is very well resolved at this momentum, especially at high densities. The presence of this dip allows for a clean separation between a quasi-particle peak at “particle” energies (\( \omega > \mu \)) and a background “hole” (\( \omega < \mu \)) contribution.

At the Fermi surface, \( k = k_F \), the spectral function behaves differently to what has been described until now. The quasi-particle peak at this momentum is located very close to \( \omega = \mu \). At low temperatures, this is the expected behavior for, at that momentum, the quasi-particle energy at the Fermi surface defines the chemical potential, \( \mu = \varepsilon_{qp}(k_F) \). Although with increasing temperatures this is not necessarily true anymore, the relation holds approximately and the quasi-particle peak is still very close to the chemical potential. In contrast to what is observed for other momenta, the quasi-particle peak becomes increasingly narrow with increasing density. Once again, this can be explained in terms of the degeneracy of the system. At a constant temperature and with higher densities the system is closer to its degenerate limit. Now, at zero temperature the correlated spectral function becomes a delta-peak for \( \omega = \varepsilon_{qp}(k_F) \) and thus the increase of degeneracy leads to a decrease of the width at the Fermi surface. The quasi-particle peak becomes higher with increasing density. Yet, this effect is softer than the narrowing of the peak and, to keep the sum rule constant, the spectral function develops larger high energy tails with increasing density. Therefore, the height of these tails can be taken as a measure of the increasing correlations acting on the system with increasing densities at all momenta.

In accordance to what was observed for the imaginary part of \( \Sigma \) in Fig. 5.14, the effect of temperature in the spectral function is much weaker than that of density. For all momenta, for instance, the quasi-particle peak hardly changes its position with temperature. For the three momenta shown in the figure, the effects of temperature are concentrated in a region of energies close to the chemical
5.7. Microscopic results

The spectral function becomes smaller with decreasing temperature and its dip at \( \omega = \mu \) becomes deeper at \( k = 0 \) and \( k = 2k_F \) (once again due to phase space restrictions). On the other hand, the effect of temperature at \( k = k_F \) is essentially that of a widening and lowering of the quasi-particle peak with temperature, in accordance with the reasoning in terms of degeneracy introduced in the previous paragraph. Let us finally remark the fact that, since the spectral function is weakly temperature dependent, any strong temperature dependence in the quantities derived from it should be attributed to its convolution with the remaining thermal factors.

An accurate description of the properties of asymmetric nuclear matter is beyond the scope of this Thesis. The dependence of some microscopical properties of matter in the isospin asymmetry has been studied in Ref. \cite{Fri05}, where it has been found that the spectral functions depend strongly on the asymmetry due to the fact that, for high asymmetries, the tensor correlations (which act mainly in isospin zero states) decrease considerably. In addition, the fact that the Fermi momentum of the less abundant species goes to zero with increasing asymmetry has an important effect on the structure of the spectral function at low momenta. Furthermore, it is interesting to note that the spectral function fulfills, apart from the \( m_0 \) sum rule of Eq. (2.48), higher order energy weighted sum rules, such as the \( m_1 \) sum rule:

\[
\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k,\omega) \omega = \frac{k^2}{2m} + \Sigma_{HF}(k),
\]

where the self-energy on the right hand side of the previous equation corresponds to the generalized Hartree-Fock term of Eq. (5.42). These sum rules are automatically preserved by any self-consistent calculation, but they might serve as a numerical check for the different momentum and energy integration meshes in the numerical computations of spectral functions. Moreover, the running integrals of these spectral functions provide information on the detailed structure of the quasi-particle peak \cite{Pol94}. They can thus be used in outlining differences arising from the use of different bare interactions \cite{Fri04b} or from the changes in the isospin asymmetry of the system \cite{Rio06a}.

5.7.4 Momentum distribution and depletion

A relevant quantity that can be derived from the spectral function is the momentum distribution. This quantity is important because it can be extracted experimentally from \((e,e'p)\) experiments on finite nuclei \cite{Kel96, Dic04, Roh04}. As explained in Chapter 3, \( n(k) \) is given, for each momentum, by the convolution in energies of the spectral function and the Fermi-Dirac distribution:

\[
n(k) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(k,\omega) f(\omega).
\]
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The difference between a correlated and a mean-field quasi-particle momentum distribution can be seen in Fig. 5.18. For the same density ($2\rho_0$) and temperature ($T = 5$ MeV), the momentum distribution in the SCGF (full line) and in the SCHF (dashed line) are shown. The left and the right panel only differ in the use of a linear and a logarithmic scale, respectively. Let us start with the left panel. The hole states of the correlated case (that is, the states with $k < k_F$) have a lower occupancy than those of the mean-field case. Physically, this depletion is due to the short-range correlations that scatter off low momentum states to higher momenta. The tensor component of the force has also an important role for the depletion, which is substantially larger for bare interactions with large tensor components [Fan84]. Correspondingly, this leads to a higher occupancy of the states above the Fermi surface, which is more clearly seen in the right panel of Fig. 5.18. The population of the high momentum states in the correlated case decreases much slower than that of the mean-field distribution, as a consequence of the non-vanishing spectral function for low energies at high momenta. Another important feature of both the SCGF and the SCHF momentum distributions is the presence of a strong fall-off close to $k \sim k_F$. At zero temperature, this strong fall-off is actually a discontinuity. Within a quasi-particle approach, the momentum distribution becomes a step function at zero temperature, $n(k) = \Theta(k_F - k)$, and thus the height of this discontinuity is 1, which can be reexpressed in terms of the condition:

$$\lim_{\delta \to 0} \{n(k_F - \delta) - n(k_F + \delta)\} = 1.$$  \hspace{1cm} (5.66)
In a correlated approach, however, the hole states are depleted and the particle states have large occupancies. One can indeed show that the zero-temperature discontinuity is given by the $Z$-factor:

$$\lim_{\delta \to 0} \{ n(k_F - \delta) - n(k_F + \delta) \} = Z(k_F).$$

(5.67)

For the temperature and density of Fig. 5.18, $Z(k_F)$ can be computed from the real part of the self-energy using Eq. (2.136), which yields the value $Z_F \sim 0.75$. This is, for instance, in accordance with the discontinuity in the momentum distribution at $k_F$ found in Ref. [Boz02]. Note that this is also close to the experimental values [Kel96; Dic04].

A detailed analysis of the temperature and density dependence of the momentum distribution can be extracted from Fig. 5.19. The three panels show the momentum distribution for four different temperatures (from 5 to 20 in equidistant steps) at three densities: $\rho_0/2$ for the left panel; $\rho_0$ for the central panel and $2\rho_0$ for the right panel. The overall picture is quite similar for the three cases. The momentum distribution are depleted at $k < k_F$, although the magnitude of this depletion depends considerably on the density and the temperature under consideration (see Fig. 5.21). Close to the Fermi momentum (for the three densities displayed, this corresponds to $k_F \sim 208, 260$ and $330$ MeV respectively), the
momentum distribution has a strong decrease and for higher momenta it bends to some extent. The occupancies at large momenta depend on the temperature under consideration. The higher temperatures, which have lower zero momentum populations, have a large population for high momentum states. Due to these differences, there is an intermediate momentum, close to $k_F$, at which the momentum distributions of the different temperatures (for a fixed density) meet.

Each of the three different regimes (flat behavior at low momenta, fall off close to $k_F$ and bending at large momenta) can be explained in terms of the convolution of the spectral function and the Fermi-Dirac distribution. Consider, for instance, the case of $k = 0$. The corresponding spectral function are those of the upper panels of Fig. 5.17 and the Fermi-Dirac distribution is given by the dotted line in the figure. For a fixed temperature and increasing the density, the occupation is larger due to the fact that, although the quasi-particle peak is lower in height, it is much more wide in the region $\omega - \mu < 0$, where the Fermi-Dirac factor is maximal. This behavior is surprising, because one would naively expect the depletion to increase with the amount of correlations and thus with density. A full explanation of this phenomenon is still lacking, although it is clear that it is caused by the increasing low-energy tails of the zero-momentum spectral function with density. The fall-off of the momentum distribution close to $k = k_F$ is intuitively explained by the fact that, with increasing momentum, the quasi-particle peak moves to higher energies. At the Fermi surface, as commented above, it leaves the “hole” region ($\omega < \mu$) and enters the “particle” region ($\omega > \mu$). At the same time, the Fermi-Dirac distribution decreases close to $\omega \sim \mu$ (note that it gives 1/2 for $\omega = \mu$). Therefore, the importance of the quasi-particle peak in the convolution integral is lower once the peak enters the particle region. For higher momenta, the quasi-particle peak becomes more and more repulsive and thus its contribution dies out due to the convolution with $f(\omega)$. Still, the spectral function at high momentum shows a non-negligible hole background in the region where the thermal distribution is maximal. This gives rise to a visible amount of population at high momenta, which accounts for the bending of $n(k)$ at large momenta.

As for the temperature dependence at a fixed density, it has already been mentioned that the spectral function is almost temperature independent. Thus, the sizeable differences observed for different temperatures in Fig. 5.19 can be attributed to the corresponding Fermi-Dirac distributions. To understand this thermal behavior, in Fig. 5.20 the spectral functions at the empirical saturation density for two momenta ($k = 0$ and $k = 2k_F$) and different temperatures are shown. On top of these, the corresponding thermal factor $f(\omega)$ are also displayed. Consider the lowest temperature, $T = 5$ MeV. On the one hand, the spectral function at $k = 0$ corresponds to the full line, and has most of its strength concentrated around the quasi-particle peak. On the other hand, the thermal factor at this temperature is very sharp close to $\omega = \mu$ and thus its convolution with $A(k, \omega)$ includes the full contribution of the quasi-particle peak. At the largest
temperature of $T = 20$ MeV, however, the thermal factor is softer and indeed it has already decreased a 10% factor at the quasi-particle peak. As a consequence of this lowering, the convolution of the Fermi-Dirac factor with the spectral function decreases in magnitude with temperature, in agreement with the increase of the depletion with temperature. This is however a pure thermal effect, because the small differences in the spectral functions at the different temperatures cannot explain the large differences observed in the momentum distribution. At large momenta, a similar reasoning can be applied, although the results are precisely the opposite. Once again, neither the position nor the structure of the quasi-particle peak change substantially with temperature, but the thermal factor at high temperatures is larger in the quasi-particle peak region, and thus its convolution with $\mathcal{A}(k, \omega)$ yields larger values. This is in accordance to the findings of Fig. 5.19, where, for a given density, the larger population in the high momentum region corresponds to the larger temperature. Nevertheless, it is also interesting to note that, already at $\rho_0$, the $T = 10$ and the $T = 5$ MeV depletions are very close to each other, up to the point that the change in temperature is almost not appreciable for the highest density. One can thus say that, to a certain extent, in the low temperature and high density regime, the depletion caused by correlations overcomes the depletion caused by thermal effects, which is the result of a subtle interplay between the structure of $\mathcal{A}$ and the temperature and density dependences of $f(\omega)$.
To explore in a more effective way these interplays, the left (right) panel of Fig. 5.21 shows the depletion of the lowest momentum state, $d(k = 0) = 1 - n(k = 0)$, as a function of the temperature (density) at saturation (at a temperature of $T = 10$ MeV). The corresponding depletion of the free Fermi sea in the same conditions is also shown. This is simply given by:

$$d(0) = 1 - f(0) = \left[1 + e^{\beta \mu}\right]^{-1}. \quad (5.68)$$

At a fixed density and for decreasing temperatures (which corresponds to the left panel of Fig. 5.21), the chemical potential in the free case tends to a constant, $\mu \to k_F^2/2m$, and the decrease of the depletion is due to the decrease in temperature inside the thermal factor. In the correlated case, on the other hand, and by virtue of the sum rule of Eq. (2.48), the depletion can be rewritten as:

$$d(0) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} A(0, \omega) \left[1 - f(\omega)\right]. \quad (5.69)$$

As temperature decreases, the spectral function does not change considerably (see the top right panel of Fig. 5.17). The thermal factor gets closer to a sharp step function, which yields zero below $\mu$ and one above this value. The non-zero depletion for very low temperatures is thus explained by the fact that the spectral function presents high energy tails (the “particle” background) which yield a non-zero convolution with the thermal factor. The increase of the depletion with temperature
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1In this reasoning, one assumes that the description in terms of Green’s function is still valid.
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(from 0.1 at low temperatures to 0.25 at \( T = 20 \) MeV) can be understood in terms of the convolution of spectral function with the thermal factor \([1 - f(\omega)]\). When temperature increases, this factor is softer close to \( \omega = \mu \), and thus the convolution with the quasi-particle peak of \( \mathcal{A}(k, \omega) \) becomes more important. Since the detailed structure of this peak hardly changes with temperature, the temperature dependence of the depletion can be attributed to the thermal factor and thus it is similar to the dependence of the free Fermi gas. In other words, the fact that the depletion increases with temperatures does not mean that dynamical correlations become more important at large temperatures.

The increase of depletion at low densities observed in the right panel of Fig. 5.21 has a somewhat different origin. Since the temperature in this case is fixed, the chemical potential of the thermal factor has a more important role in this case. For a fixed temperature, the free Fermi gas depletion increases due to the fact that \( \mu \to -\infty \) (the classical limit) when the density decreases. In the correlated case, the factor \([1 - f(\omega)]\) for a fixed temperature is only a function of \( \omega - \mu \). In the top left panel of Fig. 5.17, the dotted line represents the factor \( f(\omega) \). The \([1 - f(\omega)]\) factor would be given by a line with the opposite slope, increasing from 0 to 1 with increasing energy. Thus, at large densities, where the quasi-particle peak is far below the chemical potential, the depletion is essentially due to the particle background which, for large energies, is qualitatively density independent. The increase of depletion with lower densities can be explained in terms of the relative position of the quasi-particle peak with respect to the chemical potential. With decreasing density, this peak concentrates more strength and it approaches from below the region of \( \omega \sim \mu \). The convolution of this peak with the thermal factor is thus larger, which leads to higher depletions for lower densities. Note that this explanation relies on both the presence of the high energy tails and the position of the quasi-particle peak relative to \( \mu \) and thus it depends to a certain extent on the details of the dynamical correlations. Note also that at very low densities (say, below 0.05 fm\(^{-3}\)), the spectral function is very close to a free quasi-particle peak, which explains why the correlated depletion is very close to the free one. In contrast to this low density behavior, for densities above \( 2\rho_0 \), the depletion is almost density independent and yields a value of \( d(0) = 0.1 \). In this region, one can say that the depletion is caused entirely by the high energy tails of the spectral function and thus it is essentially caused by dynamical correlation effects.

Assuming that an extrapolation to zero temperature is safe at saturation density, one could say that the depletion in the degenerate limit is close to the value \( d(0) = 0.1 \). One can compare this to the value obtained in other approaches which, in general terms, is about \( d(0) \sim 0.15 \) \[Ben89, Ba90, Von93, Dew02, Die04\]. Although this is 0.05 units larger than our value (which supposes a large relative correction), one has to say that the depletion depends strongly on the many-body

at low temperatures, which is only true in the density and temperature regime where no pairing transition is present.
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approach as well as on the bare interaction which is used in its computation. As a matter of fact, using the Argonne V18 potential within the SCGF one obtains a somewhat larger depletion (due mainly to the differences in the tensor component) \cite{Fri04a}. Note also that all these values for the depletion are still below the experimental values \cite{Kel96}.

5.8 Beyond the ladder approximation

So far the microscopic properties of the ladder approximation obtained by means of the SCGF method have been described. In the following chapter, the thermodynamical properties of nuclear matter within this approach will be presented. There are however a lot of questions that arise before applying this formalism to realistic calculations. Among them, maybe the most important one is the assessment of the error which is being made. In any theoretical prediction (especially in the many-body field), several approximations have to be introduced in order to obtain sensible results. Therefore, one should be aware of the reliability of the approximations that are being made and hopefully have a certain control on these errors, trying to minimize them within a given computational scheme.

This question is however difficult to answer for the SCGF case. This scheme is not based in a perturbative expansion and one is not expanding, say, the Green’s function in terms of some parameter. One cannot therefore improve its accuracy by taking into account higher order terms. Instead, a full resummation of certain classes of diagrams is carried out in the SCGF scheme. The choice of the diagrams is not arbitrary, however, and one usually chooses those which are more important for the physical problem under consideration. In the ladder approximation, as already explained, one takes the diagrams which are relevant for low density and strongly interacting systems. The renormalization process induced by self-consistency accounts for the extension of the formalism to higher densities. Due to the fact that one is dealing with strongly repulsive hard-cores that are softened by the renormalization process, one also says that the ladder approximation accounts for the short-range correlations induced by the NN potential. An error estimate of the ladder approximation would thus require the calculation of some of the diagrams not included in the formalism. This could help in having a flavor of the magnitude of the terms that are disregarded by the ladder approximation. Note that this is an important difference with respect to the BHF approach, in which the energy per particle is expanded systematically in terms of the number of hole lines. In this scheme, by taking into account two, three and more hole lines one can in principle find better estimates for the total binding energy of the system.

To be more specific, let us consider the two different derivations of the ladder approximation introduced previously in this chapter (see Section 5.1). On the one hand, the ladder approximation arises from assuming that the two-body Green’s
function is formed by the iterated scattering of two particles in the medium due to the bare interaction (see Fig. 5.1). This approximation neglects to a certain extent the medium-mediated interactions (through polarization effects, for instance) which involve correlations that go beyond the two-body level. These would include processes like the first diagram on the second row of Fig. 5.22. The intermediate bubble represents a particle-hole excitation of the medium that interacts with the external couple of particles. This is a kind of three-body process that does not appear explicitly in the approximation. On the other hand, the decoupling of the two-body propagator given by Eq. (5.3) corresponds to the propagation of two particles that interact strongly with each other, but not with any other third particle in the medium. The self-consistency of the approach, however, is helpful and allows for the inclusion of many-particle (three-, four-, five-body...) processes, like those appearing on the top right section of Fig. 5.22. However, the ladder approximation does not include genuine three-body processes and thus one expects it to fail whenever the densities are high enough for the overlapping of three nucleons to be non-negligible.

This fact points towards one of the main disadvantages of the SCGF scheme, namely the lack of this kind of three-body correlations as well as of three-body forces. It is a very well-known issue that, already at the BHF level, the inclusion of three-body forces is necessary to reproduce the saturation properties of nuclear matter [Day81]. The inclusion of three-body effects within a Green’s function approach presents however quite a lot of complications. On the one hand, one can try to describe better the three-body correlations that arise from two-body NN interactions. This would probably need for a decoupling of $G_{III}$ different from the one presented here, including explicitly the effect of three-body correlations. On the other hand, one could try to work with three-body forces from the very beginning, already at the level of the Hamiltonian. Unfortunately, this would also complicate the formalism. The GMK sum rule, for instance, would not be valid anymore, because its derivation relies on the two-body nature of the force. New means of deriving the total energy of the system should thus be devised [Som06].
Moreover, the inclusion of a three-body force would also lead to a modification of the equation of motion for the propagator. In the case of the one-body Green’s function, this would imply a coupling not only to the two-body propagator, $G_{II}$, but also to the three-body propagator, $G_{III}$.

Furthermore, it is also interesting to note that, already at the two-body level there is some room for improvement. As explained previously, the ladder approximation accounts for the short-range correlations of the system. These are not, however, the only relevant correlations in nuclear systems. Modifications due to the long-range effects, for instance, play an important role in the study of the response properties of infinite systems. Their treatment needs of different tools than the ones exploited here, like the random phase approximation or the Fermi liquid theory. Both of these approaches can be translated into a Green’s function language [Mat92; Pin89] and, as a matter of fact, a method has been devised that allows to sum diagrams which include both short and long-range correlations (i.e. a self-consistent sum of both the ladder and bubble diagrams at all orders). This is the so-called parquet diagram technique, that leads to a set of self-consistent equations which so far has not been applied to realistic nuclear matter calculations [Jac82].

Yet, even if the SCGF lacks some specific kind of correlations and does not include three-body forces, it still does a good job in the treatment of the microscopic and bulk properties of infinite nuclear matter at low and intermediate densities. The results obtained in the following chapter shall show that the SCGF has the same degree of “accuracy” than the BHF approach for nuclear matter described with two-body forces. In other words, neither one nor the other approach are capable of reproducing the empirical saturation point of nuclear matter (which in the case of the CDBONN potential lies at too high densities), but still they give a qualitatively correct and similar description of the properties of nuclear matter from a microscopic many-body approach. In addition, the SCGF is thermodynamically consistent, which is a great advantage in the application of this method to finite temperature systems. Furthermore, the ladder approximation includes hole-hole correlations and thus it takes into account a larger amount of correlations than the BHF scheme. At least in this sense, it should be taken as a more reliable description of infinite matter at finite temperatures.
5.8. BEYOND THE LADDER APPROXIMATION
Chapter 6

Thermodynamical properties of nuclear matter

In Chapter 3, the Luttinger-Ward approach has been introduced. Within this formalism, the entropy of a correlated many-fermion system can be computed directly from the one-body propagator. In the previous chapter, the ladder approximation to nuclear matter and the numerical results obtained from the SCGF scheme have been discussed. It is thus natural to use these results as the starting point for the Luttinger-Ward calculations. In this manner, the thermodynamical properties of nuclear matter will be obtained from a fully correlated approach. The quantities obtained within this scheme will be compared with those arising from other approaches. Special attention will be paid to the comparison with the BHF result. The importance of thermodynamical consistency will be revealed in this way. Finally, the perspectives which this approach opens in the many-body nuclear field will be briefly outlined.

6.1 Microscopic results

Within the Luttinger-Ward approach, the entropy of a system of interacting fermions is split in a dynamical quasi-particle contribution, the $S_{DQ}$ of Eq. (3.94), and a contribution which includes higher order correlations, the $S'$ of Eq. (3.95). This second term can be neglected safely at low temperatures, while still keeping the thermodynamical consistency of the approach [Car75]. In Chapter 3, the dynamical quasi-particle contribution to the entropy was shown to arise from the $B$ spectral function. The properties of this function are very close to those of the usual spectral function, $A(k, \omega)$. It fulfills, for instance, the same sum rule [see Eqs. (2.48) and (3.105)] and it also accounts for the effect of correlations in the width of quasi-particles. It is thus natural to compare the two functions. Before that, however, one can get a rough idea of the differences between both functions following an argument first proposed by Carneiro and Pethick [Car75]. On the one
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hand, let us express the spectral function $A$ as a function of the real and imaginary parts of the self-energy. One obtains the well-known Lorentzian-like function of Eq. (2.130). For a given momentum, the spectral function has a peak around the quasi-particle energy, $\omega \sim \varepsilon_{qp}(k)$, of height $A \sim 4/\Gamma(k, \varepsilon_{qp}(k))$. On the other hand, the $B$ spectral function can also be rewritten in terms of the self-energy. Starting from Eq. (3.96) and taking the derivative with respect to the energy according to Eq. (3.99), one gets:

$$B(k, \omega) = \frac{1}{2} \frac{\Gamma^3(k, \omega)}{\left[\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega)\right]^2 + \left[\frac{\Gamma(k, \omega)}{2}\right]^2} \left\{1 - \frac{\partial \text{Re} \Sigma(k, \omega)}{\partial \omega}\right\} \frac{\Gamma^2(k, \omega)}{\left[\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega)\right]^2 + \left[\frac{\Gamma(k, \omega)}{2}\right]^2} \left\{\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega)\right\} \frac{\partial \Gamma(k, \omega)}{\partial \omega}. \quad (6.1)$$

If one assumes that the frequency dependence of $\Gamma$ and $\text{Re} \Sigma$ are smooth close to the quasi-particle energy, one finds:

$$B(k, \omega) \sim \frac{1}{2} \frac{\Gamma^3(k, \omega)}{\left[\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k, \omega)\right]^2 + \left[\frac{\Gamma(k, \omega)}{2}\right]^2}, \quad (6.2)$$

which corresponds to a function which decays faster than a Lorentzian close to $\varepsilon_{qp}(k)$, but which has a stronger peak at the quasi-particle energy, $B \sim 8/\Gamma(k, \varepsilon_{qp}(k))$.

One can check that this schematic scenario is indeed true in Fig. 6.1, where the $B$ (full lines) and the $A$ (dashed lines) spectral functions are shown as a function of the energy for three different momenta: $k = 0$, $k = k_F$ and $k = 2k_F$. The two functions have been computed at the empirical saturation density $\rho_0$ and at a temperature of $T = 10$ MeV. In the three panels, corresponding to the three different momenta, one observes that both functions are peaked around the quasi-particle energies. The peak shifts from negative values of the energy with respect to the chemical potential ("hole" states) to positive values ("particle" states) when going from zero-momentum to higher momentum states, just following the position of the quasi-particle peak. However, while the $A$ spectral function has high-energy tails that contribute in a non-negligible way to the total strength of the nucleon, the tails of the $B$ spectral function are lower and less extended in energy. This is easily understood if one considers that both functions fulfill the same sum rule. Since the $B$ function has a higher quasi-particle peak, the strength of the peak is contributing substantially to the total sum rule and there is no need to generate high-energy tails. The presence of these high-energy tails in the $A$ function is an indication of the importance of the correlations that go beyond the mean-field approach [Fri03]. Thus, the lack of such tails in the $B$ function is signaling
somehow that these correlations will have a small influence in the total entropy of the system.

This idea is also in accordance with the behavior of the width of both spectral functions. Far away from the Fermi momenta, the two functions are relatively broad around the peak. Again, in the case of the $A$ function this is a consequence of the correlations that redistribute the nucleon single-particle strength within a wide range of energies. The $B$ function has a smaller width, which indicates that it is less affected by correlations. Close to the Fermi momentum, however, both functions approach a delta-peak behavior, reminiscent of the fact that at zero temperature, even when correlations are included, the spectral function has a delta-like contribution. At this momentum and for the temperature considered, the $B$ function is narrower and much more peaked than the usual spectral function $A$. Thus, at all momenta, $B$ seems to be less affected by dynamical correlations or, in other words, the width of the quasi-particles associated to $B$ appears to be smaller. It is also interesting to note that the values for the $B$ function are positive.
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Figure 6.2: $B$ spectral function as a function of the energy $\omega - \mu$ for three momenta: $k = 0$ (upper panel), $k_F$ (middle panel) and $2k_F$ (lower panel). In the left panels, the different lines correspond to five different densities (from 0.1 to 0.5 fm$^{-3}$ in equidistant steps). The dotted line shows the statistical factor $\sigma(\omega)$ for this temperature. In the right panels, the different lines correspond to four different temperatures (from 5 to 20 MeV in equidistant steps).

( except for a very small region at $k = 0$) for all the energies and momenta here considered. This is in contrast to the weighting function $B$, which is defined in Eq. (3.90) and is used in Ref. [Som06]. The fact that the evaluation of the entropy using the weighting function $B$ exhibits strong cancellation effects (see Fig. 4 of Ref. [Som06]) may be taken as an indication that the splitting of the entropy into the two contributions according to Eq. (3.107) is not optimal.

In order to understand the density dependence of the dynamical quasi-particle entropy, in the left panels of Fig. 6.2, the $B$ spectral function is shown as a function of the energy for different densities ($\rho = 0.1, 0.2, 0.3, 0.4, 0.5$ fm$^{-3}$) at the same three momenta previously introduced and at a fixed temperature of $T = 10$ MeV. In addition, the dotted line represents the statistical weighting function $\sigma(\omega)$. It is precisely the product of these two functions ($B$ and $\sigma$), integrated over energies and momenta, that gives rise to the dynamical quasi-particle entropy, and thus it will be
interesting to study their overlap. The general features of the $\mathcal{B}$ spectral function as a function of density are very close to those of the usual spectral function $\mathcal{A}$ (see Fig. 5.17). In the case of $k = 0$, the quasi-particle peak moves to more and more attractive energies as density increases, reflecting the fact that the binding energy of a zero-momentum nucleon increases with density. Above the Fermi surface (at $k = 2k_F$), the situation is the opposite and the peak of the $\mathcal{B}$ function moves to higher energies with increasing density. The width of these peaks, both at zero momentum and at twice the Fermi momentum, is broadened with density. This is in accordance with the naive idea that correlation effects increase with density. In addition, as a consequence of this broadening, the strength of the high energy tails (visible at high positive energies for the $k = 0$ state) decreases with density, allowing the sum rule Eq. (3.105) to be fulfilled. Note that this behavior does not coincide with the one observed for the $\mathcal{A}$ spectral function, in which the same lowering and widening of the quasi-particle peak is found, but the strength of the tails grows with density.

The situation is different at the Fermi surface: when the density is increased, the peak remains at $\omega = \mu$, while its width becomes narrower and concentrates more strength. This can be understood if one takes into account that, as already commented, at zero temperature, i.e. for the fully degenerate system, the correlated $\mathcal{A}$ spectral function shows a delta peak which would also be present in the $\mathcal{B}$ spectral function. At a fixed non-zero temperature, however, the system moves towards the degenerate limit (the ratio $T/\epsilon_F$ decreases) with increasing density and thus the $\mathcal{B}$ spectral function becomes closer to the delta-like behavior. This is actually what can be seen in the central panel of Fig. 6.2. At high densities ($\rho \geq 0.2$ fm$^{-3}$), a clear separation between the quasi-particle peak and the background contribution to the $\mathcal{B}$ spectral function is observed. This separation is enhanced in the logarithmic scale due to the (very small) negative values of the $\mathcal{B}$ spectral function between these two regions. Since a positive-definiteness condition for $\mathcal{B}$ seems difficult to prove, one cannot say whether these negative values are physical or caused by small inaccuracies in the numerical derivatives of the spectral function [see Eq. (3.109)].

From the left panels of Fig. 6.2, it is clear that the quasi-particle peak and the peak of the $\sigma$ function only coincide for momenta close to $k_F$ and energies around $\omega = \mu$. Therefore, the more important contributions to the dynamical quasi-particle entropy of the system will be those of momenta close to the Fermi surface and energies close to the chemical potential. It is precisely the interplay between $\sigma$ and $\mathcal{B}$ that gives rise to the density dependence of the entropy. Since the value of $\mathcal{B}$ at $k = k_F$ and $\omega = \mu$ increases with density, one may expect that the entropy would increase with density. However, it is also true that, for lower densities, the quasi-particle peak is closer to $\mu$ at all momenta and thus there are contributions of the quasi-particle peak for momenta not necessarily close to $k_F$. In fact, when these contributions are summed, one finds that the entropy density...
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increases with density, but the entropy per particle is a decreasing function of density.

To gain insight into the temperature dependence of the dynamical quasi-particle entropy, the $\mathcal{B}$ spectral function as a function of energy for the same three different momenta considered previously at a fixed density $\rho = 0.16$ fm$^{-3}$ and at four different temperatures $T = 5, 10, 15$ and 20 MeV is shown in the right panels of Fig. 6.2. It is clear that, for all momenta, the variations of temperature mainly result in changes of the width of the quasi-particle peak, while the position in energy of this peak relative to the chemical potential is nearly unchanged. In addition, the momentum states far above the Fermi surface are not affected by temperature, as it is seen in the lowest panel, corresponding to $k = 2k_F$. 

Note that the same behavior was found for $\text{Im} \Sigma(k, \omega)$ in Fig. 5.14 and for $\mathcal{A}(k, \omega)$ in Fig. 5.17. At the Fermi surface, on the other hand, the effects are more important. As temperature increases, the height of the quasi-particle peak decreases, while its width increases. Moreover, at the lowest temperature ($T = 5$ MeV) a clean separation is observed between a quasi-particle peak and a “particle” ($\omega > \mu$) and “hole” ($\omega < \mu$) background. This is again enhanced by the fact that the $\mathcal{B}$ spectral function acquires negative (but very small) values in this region. This separation is softened at $T = 10$ MeV and disappears completely above this temperature.

Such a behavior is again understood in terms of the degeneracy of the system. The lower the temperature, the higher the degeneracy and the smaller the width of the $\mathcal{B}$ spectral function at the Fermi surface. For the $k = 0$ state, a similar situation is found. The peak lies below the chemical potential, and it is clearly split from the particle background at $T = 5$ MeV. For temperatures above $T = 10$ MeV this separation disappears and a smooth transition from “particle” to “hole” states is found in the $\mathcal{B}$ function. It is also interesting to notice that the width of the peak remains more or less constant, thus indicating that temperature-induced effects on the width of the quasi-particle peak are only relevant around $k = k_F$.

As for the total contribution to the dynamical quasi-particle entropy, the convolution between $\sigma(\omega)$ and $\mathcal{B}(k, \omega)$ is again crucial. At low temperatures, $\sigma(\omega)$ is very peaked around $\omega \sim \mu$. The convolution will thus only be different from zero whenever the quasi-particle peak is close to $\mu$, i.e., at $k \sim k_F$. On the other hand, at higher temperatures $\sigma(\omega)$ is different from zero in a wider region of energies, which results in a non-zero convolution at all momenta. When one integrates over momenta, the final dynamical quasi-particle entropy is higher for the higher temperature. Thus, in accordance with intuition, the entropy of this correlated system grows with temperature.

6.2 Comparison among different approximations

When presenting the different ways of computing the entropy of a correlated system of fermions in Chapter 3, various approximations and expressions for this
quantity have been deduced. These will now be studied separately in order to establish more clearly the differences and similarities among them. In addition, some examples will be given of the temperature and density dependences of the different approaches presented.

Dynamical quasi-particle entropy

The full dynamical quasi-particle entropy $S_{DQ}$ can be computed either from Eq. (3.94) or from Eq. (3.98):

$$S_{DQ} = \nu \int \frac{d^3k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega) B(k,\omega) = \nu \int \frac{d^3k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{\partial f(\omega)}{\partial T} \Xi(k,\omega).$$  \hspace{1cm} (6.3)

While the first of the previous expressions is more intuitive, because it gives the entropy in terms of the convolution of a $B$ spectral function and a statistical factor, it is less convenient from the numerical point of view. Consider the expression of the $B$ spectral function [see Eq. (3.109)]:

$$B(k,\omega) = A(k,\omega) \left[1 - \frac{\partial \text{Re} \Sigma(k,\omega)}{\partial \omega}\right] + \frac{\partial \text{Re} \mathcal{G}(k,\omega)}{\partial \omega} \Gamma(k,\omega).$$  \hspace{1cm} (6.4)

The spectral function, the real part of the self-energy and the width are all outputs of the SCGF scheme. The real part of the propagator can also be computed from these quantities:

$$\text{Re} \mathcal{G}(k,\omega) = \frac{\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k,\omega)}{\left[\omega - \frac{k^2}{2m} - \text{Re} \Sigma(k,\omega)\right]^2 + \left[\Gamma(k,\omega)\right]^2}. \hspace{1cm} (6.5)$$

Thus, within the SCGF method, one has access to all the functions forming the $B$ spectral function. However, there are numerical derivatives which have to be performed on $\text{Re} \Sigma$ and on $\text{Re} \mathcal{G}$. These derivatives require an accurate sampling of the quasi-particle region, where both functions have strong energy dependences, and thus should be done with extreme care.

Instead of this approach, our results will rely on Eq. (3.94) [the second term in Eq. (6.3)]. The only derivative appearing in this expression is the temperature derivative of the Fermi-Dirac distribution, which can be computed analytically. The remaining term is formed by the $\Xi(k,\omega)$ function:

$$\Xi(k,\omega) = 2\pi \Theta \left[\text{Re} \mathcal{G}^{-1}(k,\omega)\right] - 2 \arctan \lambda(k,\omega) + \frac{2\lambda(k,\omega)}{1 + \lambda^2(k,\omega)}, \hspace{1cm} (6.6)$$

which was already analyzed in Chapter 3. This is formed by a step-like (quasi-particle) contribution plus two terms which depend on $\lambda(k,\omega)$ [see Eq. (3.72)]. The
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Figure 6.3: Momentum dependence of the $\zeta$ function [see Eq. (6.7)] for five different densities (from $\rho = 0.1$ to 0.5 fm$^{-3}$ in equidistant steps) at a fixed temperature of $T = 10$ MeV. The lines with dots correspond to the quasi-particle approximation $\zeta^{QP}$ for the same conditions. The arrows signal the position of the Fermi momentum at each density.

The momentum dependence of this function is shown in Fig. 6.3. As the density increases, this integrand becomes larger at the Fermi surface, but less extended in momenta. This is in agreement with the previously discussed ideas, i.e., that for less degenerate systems the contributions at all momenta are relevant, while for degenerate systems the contribution of the $k = k_F$ state is the most important one. It is also interesting to note that at all densities, $\zeta$ peaks slightly above the Fermi momentum.
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Quasi-particle approximation

The quasi-particle approximation to the dynamical quasi-particle entropy is obtained from the no-width approximation for the $B$ spectral function. When this is included into the expression of the entropy density, one finds [see Eq. (3.111)]:

\[
\frac{S_{QP}}{\mathcal{V}} = \nu \int \frac{d^3k}{(2\pi)^3} \sigma [\varepsilon_{qp}(k)].
\] (6.8)

In other words, the quasi-particle entropy is obtained by evaluating the statistical factor $\sigma(\omega)$ at the quasi-particle energies given by the SCGF approach. The difference between $S_{DQ}$ and $S_{QP}$ is given by the term $S_{DQ}^2$ of Eq. (3.103), which is computed from an integral of functions of the $\lambda$ variable. Whenever $\Gamma$ is small, $\lambda$ will become negligible and the $S_{DQ}^2$ contribution will also be small in front of $S_{QP}$. Actually, the magnitude of $\lambda$ is given by the ratio of $\Gamma$ and $\text{Re} G^{-1}$, and it can happen that even when $\Gamma$ is relatively large, the denominator cancels the contribution of $\lambda$. In these cases, $S_{DQ}^2$ can keep on being small even though the dynamical correlations become large.

It is also instructive to consider the entropy density of each momentum state in the quasi-particle approximation. This is given by:

\[
\zeta_{QP}(k) = \frac{\nu}{2\pi^2} k^2 \sigma [\varepsilon_{qp}(k)],
\] (6.9)

and it is shown in Fig. 6.3 in circles. The differences between this approximation and the full $\zeta(k)$ of Eq. (6.7) are only relevant for the lowest densities and in a range of momenta close to the Fermi momentum. This is again a signature of the small role played by the correlations that fragment the quasi-particle states on the entropy. Therefore, one expects that the quasi-particle approximation to the entropy, Eq. (3.111), will describe correctly the full dynamical quasi-particle entropy, $S_{DQ}$.

Brueckner-Hartree-Fock entropy

The equivalent to the zero temperature BHF theory for finite temperatures is the BdD approach. This involves the calculation of a grand-canonical potential, whose temperature derivative would essentially yield an entropy which embeds the particle-particle correlations inherent of the BHF approach. Still, in the finite temperature BHF calculations performed in this Thesis, the entropy has been computed from the mean-field-like expression:

\[
\frac{S_{BHF}}{\mathcal{V}} = \nu \int \frac{d^3k}{(2\pi)^3} \sigma [\varepsilon_{BHF}(k)],
\] (6.10)

where the quasi-particle energies are computed from the BHF self-energy [see Eqs. (5.56) and (5.58)]. This differs from the quasi-particle entropy introduced
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above in both the position of the single-particle peaks (given by \( \varepsilon_{qp}(k) \) in the first case and by \( \varepsilon_{BHF}(k) \) in the second) and in the different values of the chemical potentials in the statistical factor, \( \sigma(\omega) \), within each approximation. In our BHF calculations, this chemical potential is obtained by means of the normalization condition:

\[
\rho = \nu \int \frac{d^3k}{(2\pi)^3} f(\varepsilon_{BHF}(k), \tilde{\mu}_{BHF}) .
\] (6.11)

The quasi-particle spectra from the BHF and the SCGF differ especially in the hole region, where the BHF approximation leads to more attractive values (about 20 MeV more attractive at saturation, see Fig. [5.16]). This difference can be compensated by the difference in microscopic chemical potentials, which in the BHF is also around 20 MeV more attractive at saturation than for the SCGF approach (see Fig. [6.7]). All in all, the correction to the final entropy can be small due to the cancellation of these differences in the argument of \( \sigma \), where \( \varepsilon(k) \) and \( \mu \) are subtracted.

The size of these effects is explored by means of Fig. [6.4], where the different approximations to \( \zeta(k) \) are shown as a function of momentum at the empirical saturation density at \( T = 10 \) MeV. As already explained, it is hard to distinguish the full dynamical quasi-particle entropy from the quasi-particle approximation to the entropy, except for the momenta close to \( k_F \). The BHF approximation is, on the other hand, less extended in momentum, but it has a slightly stronger peak.

Figure 6.4: Momentum dependence of the \( \zeta \) function for five different approximations at a fixed density \( \rho_0 \) and a temperature of \( T = 10 \) MeV.
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The first effect is actually more important and the entropy per particle obtained in the BHF yields smaller entropies.

**Spectral function entropy**

The spectral function entropy is given by the following “intuitive” expression:

$$\frac{S^A}{V} = \nu \int \frac{d^3k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega)A(k,\omega), \quad (6.12)$$

which is however not justified from thermodynamical grounds. This expression is actually the first term of the dynamical quasi-particle entropy [see Eq. (3.113)]. Therefore, it should be taken as another contribution to the total value and not as any kind of approximation to it. One can also guess easily its magnitude: the $A$ spectral function is lower than the $B$ spectral function at the quasi-particle peak, where it has its more relevant contribution. Consequently, and even though it might have a larger width in energies, the $A$ spectral function contribution to the entropy is always lower than the dynamical quasi-particle entropy. This can also be seen in Fig. 6.4, where the corresponding $\zeta$ function:

$$\zeta^A(k) = \nu \frac{2}{2\pi^2} k^2 \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \sigma(\omega)A(k,\omega), \quad (6.13)$$

is plotted as a function of momentum. One can indeed see that the peak of this function is much lower than that of the other $\zeta$ functions.

**Momentum distribution entropy**

In addition to the previous approximations, a quantity which is computed from the correlated momentum distribution of the system, $n(k)$ [see Eq. (2.72)], will also be displayed in Fig. 6.6. This is the entropy of the momentum distribution, obtained from the expression:

$$\frac{S^{NK}}{V} = -\nu \int \frac{d^3k}{(2\pi)^3} \left\{ n(k) \ln n(k) + [1 - n(k)] \ln [1 - n(k)] \right\}. \quad (6.14)$$

Note that the depleted momentum distribution is used here. Although this might seem a reasonable guess at first sight, one should be careful with this expression in two aspects. On the one hand, it is not derived from thermodynamical grounds and thus one cannot guarantee that it reproduces the entropy of a correlated fermionic system. On the other hand, one should take into account that the dynamical correlations induced by interaction effects are included in the momentum distribution, $n(k)$. This carries also some thermal correlations, as seen by the fact that it has a temperature dependence. Still, the entropy is a purely thermodynamical quantity which (in the microcanonical ensemble) simply accounts for the number
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Figure 6.5: Different approximations to the entropy as a function of density for a $T = 10$ MeV temperature. The full lines correspond to $S^{DQ}$; the dotted lines to $S^{QP}$; the dashed lines to $S^{BHF}$ and the dot-dashed lines to $S^A$.

of thermally accessible states of the system. Therefore, it should not care so much about the interaction or the dynamical correlations induced by it. Note that if dynamical effects are present (as it is the case of $S^{NK}$), one might be overcounting correlations in the entropy.

This is also reflected in Fig. 6.4. The contribution of each momentum state to the momentum distribution entropy density is given by:

$$\zeta^{NK}(k) = -\frac{\nu}{2\pi^2} k^2 \left\{ n(k) \ln n(k) + [1 - n(k)] \ln [1 - n(k)] \right\}. \quad (6.15)$$

Since the momentum distribution is depleted, $\zeta^{NK}$ gives large contributions in the low momentum region, much larger than any other approximation. The peak region is similar in height to the other $\zeta$ functions, but at high momenta $S^{NK}$ yields again large contributions, due to the fact that momentum states are more populated than in the thermal case. The fact that $\zeta^{NK}$ is larger in the low and high momentum regions implies that $S^{NK}$ will be larger in the whole density and temperature range here considered.

**Density dependence**

One can now try to quantify the effects introduced by each of the previous approximations by directly comparing the density and temperature dependences of
the entropy computed from the different schemes. To begin with, in Fig. 6.5 the density dependence of the different approximations to the entropy per particle is shown for a fixed temperature of $T = 10$ MeV. As a general feature, one can say that all of these entropies decrease substantially with density, from values of around 2.5 at densities around 0.02 fm$^{-3}$, down to values of around 0.5 for the highest density here considered, $\rho = 0.3$ fm$^{-3}$. An important result that arises from Fig. 6.5 is the fact that, at all densities, $S^{DQ}$ and $S^{QP}$ are very close. This is somehow in agreement with the idea that the inclusion of the width of quasi-particles has a small effect in the entropy. As discussed in relation with Fig. 6.3, the effect is larger at lower densities, where both approximations differ more, but it is never higher than a 5%. At high densities, the difference is so small that cannot be appreciated in the figure. This result is not at all intuitive. It indicates that $S^{DQ}_2$, which is nothing but the difference between $S^{DQ}$ and $S^{QP}$, decreases with density. But, since it has been argued that $S^{DQ}_2$ represents somehow the finite width effects on the entropy and since correlations grow with density, one would also expect it to grow with density. However, the higher the density, the smaller the width of the $B$ spectral function at $k = k_F$ (which is the more relevant contribution at high densities) and thus the lower the effects of correlations. This is why at higher densities both approximations to the entropy tend to be similar. The fact that $S^{DQ}_2$ is negative at intermediate densities (say from $\rho = 0.05$ fm$^{-3}$ to 0.20 fm$^{-3}$) is quite interesting: in addition to stressing the fact that finite lifetime effects to the entropy are small, one can say that it looks like correlations (i.e. the width of the quasi-particle) tend to order the system.

The self-consistent propagation of holes is the cause of the difference between $S^{DQ}$ and $S^{BHF}$. Since the effect of the width on $S^{DQ}$ is small at this temperature, the difference between both entropies arises from the different quasi-particle energies and chemical potentials of the two approaches. In the intermediate density region, the BHF entropy has values that are about 10% below the dynamical quasi-particle one. The presence of hole-hole correlations, thus, increases the entropy, i.e. the thermal disorder. This is related to the fact that hole-hole correlations tend to increase the density of single-particle states close to the Fermi energy. If one tries to parameterize the quasi-particle spectrum close to $\mu$ in terms of an effective mass $m^*$, for instance, one obtains larger values for the parameterization of the SCGF spectrum than for the BHF energies [Fri03].

Finally, the contribution of $S^A_1$ to the dynamical quasi-particle entropy is also shown. As already mentioned, this expression comes from a naive generalization to incorporate width effects which, nevertheless, gives a reasonable first guess to the entropy per particle. Intuitively, one would expect that, since the $A$ spectral function is wider than the $B$ one, the overlap between $A(k, \omega)$ and $\sigma(\omega)$ at a given momentum should be higher and thus the final $S^A_1$ entropy could overestimate $S^{DQ}$. However, this is not the case, except for the lowest densities. This can be understood from the height of the quasi-particle peak for $A$ being, roughly
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Figure 6.6: Different approximations to the entropy as a function of temperature at a density of $\rho = 0.16 \text{ fm}^{-3}$. The full lines correspond to $S^{DQ}$; the dotted lines to $S^{QP}$; the dashed lines to $S^{BHF}$; the dot-dashed lines to $S_{1}^{A}$ and the double dot-dashed lines to $S^{NK}$.

speaking, a factor of 2 lower than that for $B$. Thus, although more extended in momentum, the $\zeta(k)$ function for the $A$ spectral function is smaller and gives rise to a lower entropy (see Fig. 6.4). The difference of both entropies is between 20 – 30% for the intermediate density region. The origin of such differences is the $S_{2}^{A}$ contribution of Eq. (3.114), which is the integral of two terms. Both terms are of the same order at $\rho \sim 0.1 \text{ fm}^{-3}$ but, while the contribution proportional to $A$ decreases with density, the one proportional to $\Gamma$ increases, and above $\rho = 0.3 \text{ fm}^{-3}$ it carries more than 80% of the total correction.

Temperature dependence

In Fig. 6.6 the temperature dependence of the entropy at the empirical saturation density computed within different approximations is shown. As a general trend, one observes the same features previously discussed concerning the density dependence. The quasi-particle approximation $S^{QP}$ using SCGF energies reproduces the dynamical quasi-particle entropies at all temperatures very well, especially below $T = 10 \text{ MeV}$. The BHF entropy describes the entropy of the system with an error of about 15%. This difference is quite small, which is again a sign that both the fragmentation of single-particle strength and the exact position of the quasi-particle peak are not that crucial in the final result of the entropy per particle. Since the quasi-particle approximation to the entropy is always larger than the
BHF one, one can generally say that the inclusion of hole-hole propagation tends to increase the entropy. The $A$ spectral function contribution to the entropy is again correct respect to its temperature behavior, but it still gives a too small value for the entropy per particle of the system, with errors as large as a 30 %. As previously discussed, this is due to the lower quasi-particle peak of the $A$ spectral function, which makes the $S_A^A$ contribution to the entropy lower than the $S_D^Q$ entropy. The difference between these two functions is given by the $S_A^A$ contribution. This is composed of the two terms in Eq. (3.114), which have different relative weights as temperature changes. While the term proportional to the $A$ spectral function amounts to 90 % of the total correction at $T = 4$ MeV, its relative importance decreases linearly to a 30 % contribution for the $T = 20$ MeV case. Finally, the entropy of Eq. (6.14) is given in terms of the fully correlated momentum distributions. This momentum distribution includes both thermal and correlation effects. In fact, in $S_{NK}$ both effects are taken on the same footing and consequently dynamical correlations mimic extra thermal effects. This is why this is the only approximation which tends to give a non-zero entropy at $T = 0$. In the fully degenerate limit, the momentum distributions given by Eq. (2.72) are not Fermi step functions and they are corrected by correlation effects. These correlations are the responsible for a certain amount of entropy, when this is computed with Eq. (6.14) at $T = 0$. Thus, at finite temperatures thermal effects are overestimated in $S_{NK}$ due to the presence of correlations, and $S_{NK}$ produces a far too large entropy (almost a factor of three too large at $T = 5$ MeV).

One can say that all the approximations to the entropy in the figure increase with temperature (as expected) and approach a linear dependence at low $T$. It is a well-known feature of Fermi liquids that the slope coefficient for such a linear behavior is proportional to the zero temperature density of states computed at the Fermi surface, $N(T = 0)$:

$$S_{low}^A / A = \frac{\pi^2}{3\rho} N(0) T. \quad (6.16)$$

Each approximation goes to the $T = 0$ limit with different slopes, and one can thus obtain different densities of states from a fit of the different slopes. As a matter of fact, one can find analytical expressions for the density of states at zero temperature for the $S_D^Q$ ($S^A$) approximation in terms of the $B$ ($A$) spectral function [see Appendix D]. To calculate $N(0)$ for these approximations, however, one needs the spectral functions at zero temperature and one should thus extrapolate the results to the $T = 0$ limit, which cannot be done within our approach reliably. Instead of that, the expression of $N(0)$ in terms of the $B$ and $A$ spectral functions is extended to finite temperatures. In doing this, one gets the “density of states” related to the $B$ spectral function:

$$N_B(T) = \nu \int \frac{d^3 k}{(2\pi)^4} B(k, \omega = \mu), \quad (6.17)$$
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and the usual one, related to the $A$ spectral function:

$$N_A(T) = \nu \int \frac{d^3k}{(2\pi)^3} A(k, \omega = \mu), \quad (6.18)$$

where $T$ denotes the fact that these have been calculated at the finite temperature at which the spectral functions have been computed. Note that at low $T$ and $\omega = \mu$ the functions $A$ and $B$ differ basically by a factor $Z$ (where $Z$ denotes the renormalization of the quasi-particle pole):

$$A(k, \omega = \mu) \sim Z(k, \omega = \mu) B(k, \omega = \mu) \quad (6.19)$$

and thus the two densities of states differ approximately by such a factor. Note, however, that the density of states that gives the correct linear fit to the dynamical quasi-particle entropy is that of Eq. (6.17). In fact, one can numerically check that it is this quantity that reduces to the well-known quasi-particle expression (see Appendix D):

$$N_{QP}(0) = \frac{\nu k_F m^*(k_F)}{2\pi^2} \quad (6.20)$$

at low enough temperatures, where the effective mass is obtained through the derivative of Eq. (4.32) evaluated at the Fermi surface using the finite temperature SCGF quasi-particle spectrum, $\varepsilon_{qp}(k)$. This can be seen in Table 6.1 where the densities of states computed with the $A$ and the $B$ spectral functions together with that obtained from the QP expression, Eq. (6.20), at $\rho = 0.16$ fm$^{-3}$ are given for a set of low temperatures. The effective mass at $k_F$ is given in the fifth column of Table 6.1 for completeness. The numerical values confirm that, at low temperatures, the density of states from the $B$ spectral function reduces to the quasi-particle one, hence indicating that from a thermodynamical point of view this is the correct density of states. In contrast, from a microscopic point of view, the $A$ density of states is the one which has been commonly used [Kel96; Müt95; CHE01]. One should keep in mind that in a no-width approximation with $Z = 1$ both of them would reduce to the same expression, Eq. (6.20). The linear approximation of the entropy of Eq. (6.16) with the density of states coming from the $B$ spectral function at the lowest temperature ($T = 4$ MeV) reproduces the total entropy per particle with a 20% accuracy up to $T = 10$ MeV. Yet, the density of states has a certain temperature dependence, which is almost linear in the case of the $B$ “density of states”. If one takes into account this temperature dependence and computes the entropy per particle with the $B$ density of states evaluated at the corresponding finite temperatures, the dynamical quasi-particle expression of the entropy can be reproduced with less than a 10% discrepancy for temperatures up to $T = 10$ MeV.

In the context of nucleus-nucleus collisions at intermediate energies, there exists a growing amount of experimental data [Poc95; NAT02] which should be useful to
Table 6.1: Densities of states related to the \( A \) (first column) and \( B \) (second column) spectral functions at \( \rho = \rho_0 \) for different temperatures. The quasi-particle approximation to the density of states, Eq. (6.20), is displayed in the fourth column, together with the effective mass at the Fermi surface in the fifth column.

<table>
<thead>
<tr>
<th>( T ) [MeV]</th>
<th>( N_A(T) ) [MeV(^{-1})fm(^{-3})]</th>
<th>( N_B(T) ) [MeV(^{-1})fm(^{-3})]</th>
<th>( N_{QP}(T) ) [MeV(^{-1})fm(^{-3})]</th>
<th>( \frac{m^*}{m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.00435</td>
<td>0.00608</td>
<td>0.00586</td>
<td>0.935</td>
</tr>
<tr>
<td>6</td>
<td>0.00430</td>
<td>0.00585</td>
<td>0.00570</td>
<td>0.901</td>
</tr>
<tr>
<td>8</td>
<td>0.00424</td>
<td>0.00566</td>
<td>0.00557</td>
<td>0.875</td>
</tr>
<tr>
<td>10</td>
<td>0.00416</td>
<td>0.00548</td>
<td>0.00557</td>
<td>0.855</td>
</tr>
</tbody>
</table>

constrain the thermal properties of nuclei and nuclear matter. In particular, the liquid-gas phase transition and the caloric curve give a hint on the properties of nuclei at low temperatures. In the study of the caloric curve, it is customary to parameterize the excitation energy at low temperatures in terms of the so-called inverse level density parameter \( K \) (see [De98] for a theoretical description), which is inversely proportional to the density of states introduced here. The values obtained here for \( K \) [defined as \( K^{-1} = \frac{\pi^2}{6\rho} N_B(0) \)] are close to the Fermi gas value \( K \sim 14.6 \) MeV at the empirical saturation density. This can be understood from the fact that \( N_B \) reduces to the quasi-particle value of Eq. (6.20), which, in addition, is similar to the free Fermi gas value because, in the case of the CDBONN potential at these densities, the effective mass is almost equal to the bare nucleon mass at low temperatures. A word of caution must be raised, however. The value for \( K \) is obtained here from a calculation in infinite isospin symmetric matter in which only short-range correlations are treated. Nevertheless, it is clear that a study of the inverse level parameter should include both the effects of finite size and long-range correlations, which are very important in determining the low energy excitations of nuclei.

### 6.3 Thermodynamical consistency

From first principles, the ladder approximation is known to be \( \Phi \)-derivable [Bay62] and thus if the dynamical quasi-particle approximation to the entropy is correct, one would expect thermodynamical consistency to be fulfilled. In other words, the preservation of thermodynamical consistency can be taken as a confirmation that \( S' \) is negligible in our approach. The left panel of Fig. 6.7 shows the accuracy that is reached with the SCGF results. For the sake of comparison, the corresponding BHF results are shown in the right panel. The solid lines with full circles in the left panel correspond to the free energies per particle computed within the SCGF.
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The fulfillment of thermodynamical consistency for the SCGF approach is thus nicely illustrated in Fig. 6.7. The agreement between $\tilde{\mu}$ and $\mu$ is very good above 0.05 fm$^{-3}$, with discrepancies of less than 1 MeV up to $\rho = 0.5$ fm$^{-3}$. As a consequence, the Hugenholtz-van Hove theorem is also very well fulfilled, and the minimum of $F/A$ and $\tilde{\mu}$ do nicely coincide at about $\rho \sim 0.27$ fm$^{-3}$. The situation for the BHF approach, on the other hand, is much worse, as it is well-known [Cze02]. The chemical potentials $\tilde{\mu}$ and $\mu$ differ by about 10 MeV at $\rho = 0.16$ fm$^{-3}$ and by almost 30 MeV at the highest density here considered. In addition, the Hugenholtz-van Hove theorem is badly violated, and the value of $F/A$ at saturation differs from $\tilde{\mu}$ by about 20 MeV.

Both panels of Fig. 6.7 also display the corresponding energies per particle of the SCGF and the BHF approaches. It is well-known that the propagation of holes has a repulsive effect on the total energy per particle [Fri03, Fri04a]. As a matter of fact, the difference in both energies is quite density dependent. Below 0.03 fm$^{-3}$, for instance, the BHF method yields more repulsive energies per particle. Above this density, the BHF results are more repulsive than those of the SCGF approach,
Figure 6.7: Free energies per particle (solid circles), total energies per particle (solid squares) and $\tilde{\mu}$ chemical potentials (dotted lines with empty circles) for the SCGF (left panel) and BHF (right panel) approaches as a function of density for a temperature of $T = 10$ MeV. The $\mu$ chemical potential obtained through a numerical derivative are displayed with dashed lines. The hatched areas represent the empirical saturation point of symmetric nuclear matter.

about 3 MeV more repulsive at $\rho_0$. The repulsive effect of hole-hole propagation increases with density, and for $\rho = 0.5$ fm$^{-3}$ it is already of the order of 5 MeV. The same repulsive effect is observed in the free-energy per particle, which is less attractive for the SCGF scheme in the whole density range. Once again this is a density dependent effect, which involves about half an MeV difference at low densities and about 5 MeV in the largest ones. It is interesting to note that the differences in free energies between the BHF and the SCGF approaches are smaller than the differences in energies, due to their different entropy contributions.

An important empirical quantity concerning infinite nuclear matter is the saturation density and the binding energy at this density. It is a well-known feature of zero temperature BHF calculations with two-body forces that this quantities are not reproduced. Instead, the BHF results yield either a correct saturation density with too little attraction or a correct binding energy at a too high saturation density. The saturation points for different bare interactions form a band in the binding energy-saturation density plane, known as the Coester band \cite{Coe70}. The
inclusion of hole-hole propagation has a repulsive effect in the saturation energy, which leads to more realistic results for this quantity, while the saturation densities obtained from the SCGF scheme are still too large \cite{Dew03}. The hatched region in Fig. 6.7 represents the empirical saturation point of nuclear matter. At finite temperature one should probably study the saturation properties of the corresponding thermodynamical potential, \textit{i.e.} the free energy per particle. This can be compared to the saturation properties of the total internal energy per particle. Both quantities saturate at far too large densities (at almost twice the experimental value of saturation density), but while the free-energy gives about $-21$ MeV, the energy per particle saturates at about $-16$ MeV. The fact that this value coincides with the empirical saturation energy is however just a coincidence, caused by thermal effects. A calculation for lower temperatures shows that the saturation at zero temperature leads to more attractive energies per particle (see Fig. 6.8).

### 6.4 Macroscopic results

Now that the thermodynamical consistency of our approach has been exposed, it is time to study the density and temperature dependence of the thermodynamical properties of nuclear matter. The energy per particle will be studied in the first
place. To this end, the three different contributions to the energy per particle are shown in the three panels of Fig. 6.8: total (left panel), kinetic (central panel) and potential energy per particle (right panel). Within the SCGF method, the kinetic energy is given by the expression [see Eq. (3.22)]:

\[
\frac{K_A}{A} = \nu \frac{\rho}{\rho} \int \frac{d^3k}{(2\pi)^3} \frac{k^2}{2m} n(k),
\]

which is computed with the correlated momentum distribution of Eq. (2.72). At first sight, the results show the naively expected dependence and the kinetic energy increases with density. This is due to the fact that the momentum distributions give sizeable contributions up to the Fermi momentum, which increases with density. Moreover, the integrand in Eq. (6.24) is proportional to \(k^4n(k)\). Due to this \(k^4\) factor, the high momentum components are enhanced, which also favors an increasing density dependence of the kinetic energy per particle (see Fig. 5.19). The increase with temperature at fixed densities can also be understood from the \(k^4n(k)\) factor. This is displayed in Fig. 6.9 for the same conditions at which the momentum distribution of Fig. 5.19 where computed. In that figure, one could already see that the high momentum states were more populated with higher temperatures (for a fixed density). If these large momentum states are weighted with
a $k^4$ factor, their contribution will be larger, as seen in Fig. [6.9]. It is interesting to note that, although in Fig. [6.9] momenta as high as 600 MeV are shown, no sign of attenuation of the $k^4n(k)$ factor is observed. Actually, one needs to go to momenta of the order of $5 - 6k_F$ to find that the integral for the kinetic energy saturates to a constant value [Fri04a]. For a non-correlated momentum distribution, in contrast, the exponential decay of the momentum distribution cuts out the $k^4$ dependence and, for small temperatures (far away from the classical limit), no sizeable contributions are found above the Fermi surface. Note, on the other hand, that an analysis in terms of momenta is somehow limited in perspective. Since the spectral functions are a result of the SCGF scheme, one could study the contributions of each momentum and energy state to the total kinetic energy per particle. In this kind of studies, which are outside the scope of this Thesis, one usually finds that about 50% of the total kinetic energy comes from the quasi-particle region (i.e. from states with energies and momenta described by the relation $\omega = \varepsilon_{qp}(k)$). The very negative excitation energy and high-momentum regions, which are populated due to the fragmentation of the quasi-particle peak, are responsible for the remaining contribution [Ben89; Fri04a].

It is also instructive to compare the values of the kinetic energy from the SCHF and the SCGF approaches. Since it is difficult to do this at naked eye, in the left panel of Fig. [6.10] the ratio of the correlated to the mean-field kinetic energies are plotted, for various temperatures, as a function of the density. At low densities the SCGF results for the high temperatures are quite close to the SCHF results. Actually, in Fig. [6.8] one can see that the kinetic energy per particle tends to the classical limit, $3/2T$, for the higher temperatures. Moreover, except for the $T = 5$ MeV case, the ratio grows with density at low densities. This is not anymore true for higher densities, where the results tend to become constant and the correlated results become about 1.5 times larger than the non-correlated ones. Indeed, for densities above $\rho_0$, the ratio becomes also independent of temperature, which reflects the fact that the temperature dependence of both approaches is very similar. Therefore, although the density and temperature dependences of the mean-field and the correlated kinetic energies can be quite different in the low density region, they become very similar for larger densities. It is important to note that the correlated kinetic energy is a direct outcome of the Green’s function treatment. In contrast, a BHF calculation does not give direct access to this quantity, which has to be evaluated by means of the Hellman-Feynman theorem [Mit99]. At zero temperature, the ratio of the correlated kinetic energy to the free kinetic energy depends strongly on the NN interaction which is used [Mit99]. One would thus expect the results presented here to be potential-dependent to a large extent.

The main effect of two-body correlations in the internal energy is reflected into
the potential energy. This is defined as the integral [see Eq. (3.23)]:

\[
\frac{\langle V \rangle}{\rho} = \frac{\nu}{\rho} \int \frac{d^3k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \frac{1}{2} \left\{ \omega - \frac{k^2}{2m} \right\} f(\omega) A(k, \omega).
\]

As already commented in the previous chapter, the modifications induced by the renormalization of short-range correlations allow the nucleons to avoid the strongly repulsive core of the bare NN interaction and thus lead to much more attractive results. As seen by a direct comparison of the right panels of Fig. 4.11 and Fig. 6.8, the effect is very large at high densities, where one goes from a value of about $-20 \text{ MeV}$ for the potential energy per particle in the SCHF approach to about $-65 \text{ MeV}$ in the SCGF scheme. This makes more than a factor three of difference and thus stresses once again the importance of the inclusion of short-range correlations in this quantity. The size of these differences is explored in the right panel of Fig. 6.10, where the ratio of the correlated to the mean-field potential energies is shown. The strong effect of correlations can be seen from the fact that this ratio is, for all the densities and temperatures explored, above 3. Except for the strong decrease with density below $\rho = 0.1 \text{ fm}^{-3}$, which is a consequence of the low values that the mean-field potential energy acquires in this region, the ratio is quite density independent for each temperature. The density dependence of both potential energies is thus comparable in the high density region, although the correlated case leads to much more attractive results. In contrast to the case of the kinetic energy, however, the correlated potential energy has a different temperature dependence than the mean-
field approach. As a consequence, the ratios computed at different temperatures do not fall on top of each other and the ratios become increasingly large with growing temperature. Note that the temperature dependence of the ratio is caused by the temperature dependence of the non-correlated case, as it is deduced from the fact that the correlated potential energy has a very soft temperature dependence.

Compared to the SCHF results, the correlated kinetic energy is (for intermediate densities) about 1.5 times more repulsive, while the correlated potential energy yields about 3 – 3.5 times more attractive results. All in all, the large potential energy overcomes easily the repulsive contributions in the kinetic energy and the total correlated energy per particle, for any temperature and density, is more attractive than its mean-field counterpart. More specifically, the internal energy per particle is attractive in the whole density range for the lowest temperature ($T = 5$ MeV), as seen in Fig. 6.8. For this particular temperature, the attraction increases with density, until it saturates at about 0.3 fm$^{-3}$ with a value of $-20$ MeV. This situation changes with temperature, mainly because of the temperature dependence of the kinetic energy. Actually, the effect of temperature in the total energy per particle is fairly density independent. The repulsive effect of temperature on $K/A$ induces a positive internal energy per particle at low densities. In particular, while the saturation density associated to the total energy per particle remains almost constant for the whole temperature range and stays close to a value of 0.3 fm$^{-3}$, the corresponding binding energy depends on temperature, and goes from about $-19$ MeV at 5 MeV to about $-8$ MeV at 20 MeV. Assuming a quadratical temperature dependence (which would be approximately correct for mean-field approaches and which is also quite approximate in the correlated case), one can extrapolate these results to zero temperature. The binding energy at saturation would then be of about $-21$ MeV. This is a too large value, if compared to the empirical saturation binding energy, but it is however quite close to the corresponding BHF result for zero temperature [Mii00]. Note however that this extrapolation should be taken with extreme care for, as already explained before, pairing effects might affect the zero temperature results.

The results for the entropy per particle have already been sketched in a previous section. Here the SCGF results for $S^{DQ}$ in the Luttinger-Ward approach will be presented for a wider range of densities and temperatures. The left panel of Fig. 6.11 shows the density dependence of the entropy per particle for four different temperatures. The results are quite similar to those obtained in the mean field approach, where the entropy was found to be a decreasing function of density and an increasing function of temperature. In general terms, however, one finds that the entropies of the correlated approach are larger than those of the SCHF scheme. This is in accordance with the idea that the correlations that go beyond the mean-field tend to increase the entropy. This effect is less notorious at low densities, where the correlated approach yields entropies which are actually smaller than the mean-field approach by about half a unit. One can observe this in Fig. 6.12.
where the density and temperature dependence of the ratio of the dynamical quasi-particle to the mean-field entropy is shown. Below $\rho = 0.05 \text{ fm}^{-3}$, the dynamical quasi-particle entropy is somewhat lower than the SCHF one, although this effect is quite density and temperature dependent. For high densities and for the lowest temperature, the dynamical quasi-particle entropy is about 1.5 times higher than the mean field one. The influence of correlations in the entropy is however quite temperature dependent, and the difference between the correlated and the non-correlated entropy decreases when the temperature increases (for densities above $0.05 \text{ fm}^{-3}$). The same effect is observed in the right panel of Fig. 6.12 where the ratio is explored at three constant densities as a function of temperature. For each temperature, the ratio decreases slightly with temperature. The fact that the effect of correlations in $S$ decreases with temperature is in accordance with the intuitive idea that correlations have a smaller influence in systems at larger temperatures, where thermal correlations may overcome the effects of dynamical correlations.

The decrease in the ratio of $S^{DQ}$ to $S^{MF}$ shows that the dynamical quasi-particle entropy does not exactly have the same temperature dependence as $S^{MF}$. In the right panel of Fig. 6.11 one actually sees that the behavior is qualitatively linear only for the highest density. It has already been mentioned that, within the low temperature limit of the DQ entropy, the coefficient in front of the linear
temperature dependence should be essentially proportional to the density of states associated to the $B$-spectral function. This quantity is also very close to the quasi-particle density of states, Eq. (6.20), which has to be computed from the zero temperature effective mass. Since this is not possible in our approach, the effective mass at the lowest temperature ($T = 4$ MeV for $\rho_0/2$ and $2\rho_0$; $T = 3$ MeV for $\rho_0$) is used in order to compute the quasi-particle density of states. The linear approximation to the entropy arising from this density of states is shown in dotted lines in Fig. 6.11. Although the entropy decreases with temperature for a constant density, it is also clear that the linear approximation only holds for the higher density and at the lowest temperatures. Even though this is the expected behavior (the linear behavior should only hold in very degenerate systems), it is interesting to note that the linear approximation in the correlated case works much worse than in the mean-field one. For the case of twice saturation density, for instance, the points at high temperature were perfectly reproduced by the linear law in Fig. 4.13, while they deviate by about 0.3 units in the largest temperature of Fig. 6.11. At half saturation, the results are much worse and, while in the SCHF entropy of Fig. 4.13 the linear behavior held up to temperatures of $6 - 8$ MeV, in the correlated case it already deviates from the linear behavior at 5 MeV. All in all, it looks like the correlated system has more difficulties in achieving the degenerate limit. The cause of this difficulty can be attributed to the temperature dependence of the $B$ spectral function close to the Fermi surface. This introduces an additional source of temperature dependence in the treatment of the degenerate limit, which may account for the deviation of our results from the linear law of Eq. (6.16).
Comparison to experimental results

Figure 6.13: Temperature dependence of the experimental values (squares) taken from [Dze95] to the dynamical quasi-particle and mean field results at two densities, $\rho = 0.04$ and $\rho = 0.06$ fm$^{-3}$.

A similar lack of agreement is found if one tries to describe the low density dependence of the entropy at constant temperature in terms of the classical approximation to the entropy, Eq. (4.42). The quasi-particle spectra in the SCGF have a richer momentum dependence than the mean-field ones, due to the structures that appear in the in-medium interaction (see Fig. 5.16). Therefore, it becomes difficult to parameterize correctly the spectrum with a constant effective mass for all momenta. Consequently, from the theoretical point of view, it is difficult to derive a closed expression for the classical approximation of the dynamical quasi-particle entropy, at least within the scheme adopted in Appendix D. This can be taken as an indication that the classical approximation may not be valid for correlated systems.

One of the final aims of the study of heavy ion collisions at intermediate energies is the study of the properties of hot and dense hadronic matter. One can, for instance, extract conclusions about the properties of the equation of state in a given density range [Dan02]. Moreover, the matter created in the interior of these collisions forms a dense fireball which might eventually reach thermal equilibrium for very short times. One can then study the fragments that remain after the collision and, assuming that they were emitted from a source in thermal equilibrium, deduce some properties of the initial fireball. Within these assumptions, the isotopic yields of fragments can give information on the entropy per particle.
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Figure 6.14: Free energy per particle (left panel) and chemical potential (right panel) as a function of the density for five temperatures within the SCGF approach.

There are a lot of uncertainties in this analysis, however, mostly due to the statistical models used in the extraction of data, which rely on the hypothesis that the initial fireball is in thermal equilibrium. Even though an extensive comparison of our results with those found in these experiments has to be taken with extreme care (because, for instance, there are no finite size or fragmentation effects on our entropy), the temperature dependence of the SCHF and the DQ approaches to the entropy per particle for two low densities (0.04 and 0.06 fm$^{-3}$) is compared in Fig. 6.13 to the experimental points of Ref. \[Dze95\]. These correspond to the baryonic entropies extracted from the total charge bound in fragments with $Z$ between 2 and 15 for Au+Au collisions at energies between 100$A$ and 400$A$ MeV assuming that the freeze out density of the fireball is $0.3\rho_0 = 0.05$ fm$^{-3}$. If the progenitor dense system should be at this density and at the measured temperatures, its entropy should correspond to the one plotted in the figure. The two theoretical curves for each approach account for possible small deviations of this central density. It is interesting to note that the results are in qualitative agreement, although the higher mean-field entropy seems to account better for the experimental points. The fact that both the non-correlated and the correlated entropy are so similar for this temperature and density range does not allow for a clear disentanglement of both approximations from the experimental data.

Once the total energy and the total entropy per particle of the system are known, one can readily compute the free energy per particle. At finite temperatures this is the relevant thermodynamical potential, whose minimization gives the equilibrium state of the system. This quantity is shown as a function of density for
several temperatures in the left panel of Fig. 6.14. In contrast to the free energy per particle of the SCHF case, the correlated free energy has a local minimum at low temperatures in the high density region. This is the equivalent to the saturation point of nuclear matter, but in the finite temperature regime. The fact that this minimum disappears with increasing temperature is associated to a phase transition of the liquid-gas type \cite{Sur98, Poc97}. Above a certain temperature (the so called flashing temperature, $T_f$) the preferred state of this system would appear to be in the very low density region. The pressure of the low density gas, however, is still sizeable at this temperature, which prevents the system from decaying to the low density phase. Instead, it keeps itself in the liquid-gas coexistence zone as long as the critical temperature $T_c$ of the phase transition is not reached. Above this temperature, the thermodynamically preferred state of the system is at very low densities and nuclear matter would tend to form a gas of dilute nucleons, most plausibly formed by clusters or droplets of finite sizes.

Independently of the position of the minimum in $F/A$, it is interesting to study the temperature and density dependence of the correlated free energy. As expected, this is more attractive in the whole density-temperature range than the mean field case. Moreover, it is a decreasing function of temperature. Once again this is a pure entropic effect, because the energy per particle tends to be more repulsive with temperature (see Fig. 6.8). The strong density dependence of the entropy for low densities is also responsible for the bending and the large attractive values of the free energy per particle in this region. Note, however, that this effect is reduced with respect to the non-correlated case. For the $T = 10$ MeV case, for instance, there is almost no bending at the lowest density, in contrast to the strong density dependence in the mean-field case of Fig. 6.14.

The corresponding microscopic chemical potentials, $\hat{\mu}$, are shown by the symbols in the right panel of Fig. 6.14. The lines that join these symbols at fixed temperatures correspond to the chemical potentials obtained as the derivatives of a polynomial fit to $F/V$. The agreement with the points is very good, with discrepancies of less than 3 MeV for all temperatures and densities higher than 0.04 fm$^{-3}$. The strong density dependence of $\hat{\mu}$ at low densities is hard to handle with a polynomial fit and this is the reason why it has been skipped in this figure. Note however that this is mainly a numerical problem and that one should not take it as a failure of the thermodynamical consistency of the approach. A cross check of this consistency is actually shown by the lines joining the symbols of the free energies in the left panel of Fig. 6.14. These have been obtained from the following integral:

$$\frac{F(\rho, T)}{V} = \frac{F(\rho_i, T)}{V} + \int_{\rho_i}^{\rho} d\rho \hat{\mu}(\rho, T), \quad (6.26)$$

with $\rho_i = 0.04$ fm$^{-3}$. The previous calculation needs of an initial baseline, $F(\rho_i, T)$, which in this case has been set to be equal to the free energy density of our results.
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at \( \rho_i \). This is a somewhat arbitrary criterion, of course. Yet, here one should not compare the absolute values of the two curves, but its density dependence. The dependence of the free energy per particle is indeed very well reproduced by the integral of the microscopic chemical potential, \( \tilde{\mu} \). If one tried to follow this procedure with the microscopic chemical potential of the BHF approach, the differences between the integrated free energy and the microscopic free energy would increase with density, and at \( \rho_0 \) they could be as large as 5 MeV. This stresses once again the importance of the thermodynamical consistency of the approach.

The density and temperature dependence of the chemical potential follows that of the free energy per particle. The low density region of the chemical potential shows some bending at high temperatures, which shifts to lower densities with lower temperatures (this is the reason why it is not observed in the \( T = 5 \) MeV case). Furthermore, for the intermediate density range the chemical potential has a local minimum and then increases with density. As a matter of fact, the chemical potential for \( T = 10 \) and 15 MeV, reaches a minimum at about 0.15 fm\(^{-3}\) and then increases steadily with density. At 20 MeV, in contrast, the chemical potential does not show any local minimum. This small change makes an important difference in the thermodynamical properties of the system. The existence of this local minimum is associated to the possibility of having two phases (a gas and a liquid phase) with different densities but the same chemical potential. Therefore, the temperature at which this local minimum disappears signals the critical temperature for the liquid-gas phase coexistence. From the two panels of Fig. 6.14, one can already deduce that the critical temperature is somewhere between \( T = 15 \) and \( T = 20 \) MeV.

With all the previous information, one is now ready to compute the pressure of nuclear matter within a correlated approach. This is obtained from the thermodynamical relation [see Eq. (4.47)]:

\[
p = \rho \left( \tilde{\mu} - \frac{F}{A} \right). \tag{6.27}
\]

The results are shown in Fig. 6.15. Let us in the first place compare these results with the mean-field ones shown in Fig. 4.15. The pressure in the correlated case is in general lower than the mean-field one. As a matter of fact, these pressures are not only lower, but they also become negative in a certain range of densities. The point of zero pressure actually corresponds to \( \tilde{\mu} = \frac{F}{A} \) and thus sets the saturation density for a given temperature. Actually, one can also see that this corresponds to a minimum of the free energy per particle:

\[
p = \rho^2 \frac{\partial}{\partial \rho} \frac{F(\rho, T)}{A}. \tag{6.28}
\]

As discussed previously, these minima correspond to around 0.3 fm\(^{-3}\) for \( T = 5 \) MeV and around 0.26 fm\(^{-3}\) for \( T = 10 \) MeV. At \( T = 15 \) MeV there is no point of
zero pressure and thus this is an upper bound to the flashing temperature of the system. It is also interesting to take into account the following thermodynamical relation:

\[
\frac{\partial p}{\partial \rho} = \rho \frac{\partial \mu}{\partial \rho},
\]

which shows that the stability points of the chemical potential and the pressure coincide. This can also be checked visually by looking at the minima and maxima of \( \tilde{\mu} \) in Fig. 6.14 and of \( p \) in Fig. 6.15.

In between the local maximum of the pressure at low density and its local minimum at a somewhat higher density, there is a region where the pressure decreases with density:

\[
\frac{\partial p}{\partial \rho} < 0.
\]

This is a thermodynamically forbidden zone: a system in this region would be unstable against small density fluctuations and will thus suffer of a mechanical instability. Such a zone is in correspondence with the region of chemical instability:

\[
\frac{\partial \mu}{\partial \rho} < 0,
\]
where the system might suffer of a chemical decomposition. The region of temperature and densities in which the two previous equations are fulfilled is the so-called spinodal region. In order to avoid this unphysical region, one usually introduces the Maxwell construction for the coexistence of phases. In this construction, one defines, for each fixed temperature, a low density, $\rho_G$, associated to the gas phase and a large density, $\rho_L$, associated to the liquid phase, which fulfill the following two equations simultaneously:

$$p(\rho_G, T) = p(\rho_L, T) \quad (6.32)$$
$$\mu(\rho_G, T) = \mu(\rho_L, T). \quad (6.33)$$

In between these two densities, one supposes that the pressure and the chemical potential are constant due to the equilibration of the two phases. The Maxwell construction for the pressure at $T = 15$ MeV case is shown in the left panel of Fig. 6.16. If one could have access to nuclear matter at that temperature and one could slowly increase the density, the system would follow the continuous line. At first, a pure gas of nucleons at low densities would be found. With increasing densities, the gas would condensate from $\rho_G$ to $\rho_L$ at constant pressure, until the liquid phase would be reached. Above $\rho_L$, the pressure would increase slowly. Note that the spinodal region is enclosed by the liquid-gas coexistence zone.

In a one component system, there is a simple way to estimate the critical temperature of the phase transition. Consider the plot in the right panel of Fig. 6.16, where the chemical potential is displayed versus the pressure at each temperature. Below the critical temperature, there are two different densities in which the chemi-
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ical potential and the pressure coincide. In the $\mu - p$ plot, this is translated into the point in which the branch which comes from the far right meets the descending branch of the chemical potential at each temperature. Since above $T_c$, there is only one pressure and chemical potential which are stable, this crossing point disappears. The right panel of Fig. 6.16 offers the possibility to grasp the temperature at which the liquid-gas coexistence disappears, which for this potential and within the SCGF approach seems to be around $T_c \sim 17$ MeV. The effect of the lacking three-body forces in this quantity should be small, because the liquid-gas phase transition takes place at relatively low densities. Thus one can take this a fairly reliable value for the critical temperature of the liquid-gas phase transition in infinite matter. This is in qualitative agreement with the critical temperature obtained within other approaches [Bal99], but it is far too high to match the experimental value of around $5 - 10$ MeV [Poc97; Nat02]. This discrepancy is caused by finite size and Coulomb effects which, for finite systems, induce a broadening of the phase transition and a reduction of the critical temperature.

The relation between the pressure and the density is mostly important for astrophysical environments, where it defines the equation of state of the dense hadronic matter forming the interiors of compact objects such as neutron stars. At present, however, our calculations cannot be applied realistically to astrophysical calculations. In the first place, to describe the dense interiors of neutron stars, it is absolutely necessary to include some kind of three-body force in the approach. Otherwise, the equation of state is too soft and the obtained final mass of the neutron star, below the observable bounds. In the second place, in astrophysical environments one deals with very neutron rich systems and thus one should unavoidably deal with isospin asymmetry. A first step towards this direction was taken in [Fri05], where the SCGF for nuclear matter was extended to isospin asymmetric systems. The isospin asymmetry of the system is governed by the $\beta$-stability conditions, which result in a series of equations for the chemical potential that have to be solved numerically. Note that since the microscopic chemical potentials of the SCGF approach correspond directly to those obtained macroscopically, one can use them directly in the solution of these equations. On a BHF type calculation in dense matter, on the other hand, the macroscopic chemical potential has to be derived numerically from the free energy density before it can be applied in the calculation of the $\beta$-stability conditions, introducing a certain amount of numerical errors in the results.

6.5 Future perspectives

The results presented here should be taken as a first step towards a full treatment of the thermal properties of infinite nuclear matter within a formalism that includes short-range correlations in a thermodynamical consistent way. From our point of view, this formalism can find several applications within the many-body and
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nuclear physics community. At the thermodynamical level, a first outcome could be the detailed study of the liquid-gas phase transition of symmetric nuclear matter from a realistic NN potential. Since the formalism here presented is especially suitable for low density and low temperature systems, the results are expected to be fairly reliable. A critical study of the usually assumed low-temperature dependences for the relevant thermodynamical properties of hot dense matter (of the type $T^2$) could also be assessed. As mentioned previously, the correlated system seems to have difficulties in achieving the classical and the degenerate regimes and one should try to analyze more carefully why this is the case as well as the magnitude of the observed deviations.

Other applications, such as the study of the finite temperature equation of state, will probably demand for the inclusion of three-body forces in the formalism, in order to reproduce the empirical saturation properties of nuclear matter. It has already been commented that this complicates the formalism to a large extent. The first attempts might however not include directly the effect of microscopic three-body forces. Instead of that, one could try to use a phenomenological $\rho^\alpha$ term. Another possibility could be the use of a reduced two-body version of a more realistic three-body interaction. In this approach, one accounts for the repulsive effect at high densities by means of an average of the coordinates of one of the particles [Gra89]. This method has been used for BHF calculation with successful results for the saturation properties of nuclear matter [Bal99].

The introduction of a realistic description of nuclear matter in astrophysical environments can also be relevant for the dynamical properties of compact objects. There is a growing amount of information on the properties of both isolated and compound compact objects [Pag06]. A consistent treatment of these objects should try to describe at once as many of these properties as possible, from, say, the mass-radius relation to the cooling times at its surface [Kla06]. Even though our approach might not be applicable to the whole density range achieved in neutron stars, at least in the low density phase it might provide very valuable information. A full treatment of the response of this density and temperature region which includes the effects of the fragmentation of the quasi-particle peak is, to our knowledge, lacking. This could have an effect in the neutrino propagation through the dense matter [Sed07]. Moreover, the ladder approximation is devised to correctly describe the properties of low-density homogeneous systems and thus the SCGF results might shed some light into the properties of the outer crust of neutron stars.

Furthermore, dense astrophysical systems are not formed only by nucleons and leptons. In the high density interiors of neutron stars, the $\beta$-stability conditions favor the presence of other species of hadrons. Among these, hyperons are likely to appear at about twice saturation density [Vid00]. Their presence will naturally affect the static and dynamical properties of the neutron star in several ways. Thus, it would be interesting to have a many-body approach in which their in-
medium properties could be treated in a consistent way. The off-shell propagation of hyperons in dense matter is a difficult numerical task that, nonetheless, could lead to interesting conclusions on the medium-induced effects on the properties of baryons. These results could at the same time be tested in hypernuclear systems [Rob03; Rob04].

As for the possible consequences of our results in the study of intermediate energy heavy ion collisions [Dan02], there are also several aspects which could be addressed within our formalism. On the one hand, as previously mentioned, the thermal behavior of dense matter is explored with these experiments and one should try to pin down whether correlations might have an important effect on the experimentally measured properties. In addition, the use of spectral functions in the description of correlated nucleons goes beyond the quasi-particle picture customarily used in transport codes. Although some results point out the fact that off-shell effects in the propagation of nucleons are small [Cas00], a treatment of a kinetic equation including full spectral functions obtained from realistic NN potentials (following, for instance, [Bot90] or [Köh95]) is, to our knowledge, still lacking. Moreover, even within the usual quasi-particle description, some of the in-medium modifications of nucleons (such as effective masses or NN cross-sections) are usually taken as simple parameterizations [Dan00]. Our model permits the calculation of these quantities from realistic NN potentials in a fully microscopic and thermodynamical consistent basis which, properly parameterized, could be used in this kind of studies.

In the description of both the micro- and the macroscopic properties of nuclear matter, one should always try to analyze the model-dependence of the approach which is being used. It would thus be very interesting to find the dependence of the bulk properties of matter on the different microscopic approaches. In this Thesis, a comparison has been established among the results of the SCHF, the BHF and the SCGF approaches. A comparison with other many-body microscopic models at finite temperature (such as the variational approach) would have a high theoretical interest. Since hot nuclear matter is often studied with phenomenological mean-field approaches, it could also be interesting to study the similarities and differences between these and the correlated schemes.

Following this spirit, one should also try to find which are the allowed model-dependences within a given formalism. In the SCGF approach, for instance, the use of different bare interactions might yield very different results. Even though they might reproduce the NN phase shift at the same level of accuracy, the different microscopic interactions have different short-range cores and tensor components. In the first case, this is due to the lack of experimental knowledge of these phase-shifts above a certain collision energy. The difference in tensor components is caused by the particular structure of each NN interaction as well as by the assumptions that are made in the building process of these microscopic force. Since the fragmentation of the quasi-particle peak is, to a great extent, a consequence of
the short-range and tensor components of the interaction, one expects the structure of the spectral function to change with the NN force. Even though there have been studies in which the results arising from several potentials have been discussed [Dew02] as well as some partial comparisons [Fri04b], there is not, to our knowledge, a detailed discussion of the NN interaction dependence of the spectral functions in infinite nuclear matter. As a consequence of this study, one could also tackle the effects of using different bare forces in the macroscopic properties of the system. Within a given approximation, this could be a useful way of measuring the error that our lack of knowledge on NN interactions is introducing.

In this Thesis, the problems associated to pairing correlations have only been briefly discussed in Chapter 5. The fact that pairing effects are important in the low-density and low-temperature region of the nuclear matter phase diagram has been particularly stressed. Yet, the introduction of short-range correlations has an important effect on pairing properties and one should try to acknowledge the importance of this effect. A full many-body treatment of pairing correlations is not yet available, although there have been attempts to study the influence of self-consistent off-shell propagation in the pairing gap in approximate treatments [Dic05b]. One could also carry out a study in the normal phase, where the influence of the dressing effects of nucleons in the critical density and critical temperature could be analyzed and compared to the mean-field or BCS predictions. The use of the Thouless criterion for this kind of studies has already been discussed in Refs. [Alm93; Alm96; Dew02].

Finally, let us mention once again that many-body quantum mechanics has a wide range of applications, apart from the nuclear physics field. This is the reason why an effort has been devoted to write the formal developments of this Thesis in a very general form. In doing so, the application of the formalism to the study of other many-body quantum systems at finite temperature will be, hopefully, carried out more easily. The SCGF method for the description of the dynamical properties together with the Luttinger-Ward approach for the treatment of the thermodynamical properties offers a very useful theoretical tool in the description of dilute and strongly interacting quantum many-body systems. This approach unifies the Green’s function description for the microscopic and thermodynamical properties of a system in a consistent framework. It is our wish that it becomes a more widespread tool in the many-body community, where it will for sure find a lot of applications.
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There is a large amount of data confirming the fragmentation of single-particle states in finite nuclei. This fact claims for formal developments in the nuclear many-body problem which go beyond the quasi-particle as well as the mean-field pictures. Such approaches should also include the short-range and tensor correlations which characterize microscopic NN interactions and which give rise to strong deviations from a mean-field many-body wave function. In a first step, long-range correlations can be skipped in the study of nuclear matter because their effects concern mainly its dynamical response and do not modify substantially its bulk properties.

The first chapter of this Thesis has been devoted to a general review of the nuclear many-body problem. In the first place, the main characteristics of the free-space NN interaction have been described. Since the final aim of the nuclear many-body problem is to reproduce the properties of nuclear matter, these have been introduced in the usual way, *i.e.* from an extrapolation to infinite matter of some experimental data on heavy nuclei, which define essentially the saturation point of nuclear matter. In this Thesis, the treatment of nuclear matter follows an *ab initio* approach. In other words, one chooses the constituents of the system, which in this case are the nucleons, and a realistic interaction among them. One applies then a sophisticated many-body machinery, hoping to reproduce the saturation point of nuclear matter. Several *ab initio* many-body approaches have been devised to treat this problem, and a short description of them is given in Chapter 1.

Among these, the many-body Green’s functions formalism offers an interesting framework for the study of nuclear matter. In this approach one has the possibility of performing a diagrammatic analysis of the many-body propagators in terms of free one-body Green’s functions and two-body interactions. This is the outcome of a perturbative expansion which results in an infinite series of diagrams, among which one has to choose those which are physically suitable for the description of the problem under consideration. Depending on the approximation, one can either choose a given number of diagrams or sum an infinite series of them, which usually results in a more realistic description. In this Thesis, two of these diagrammatic approaches have been studied, the Hartree-Fock and the ladder approximations. While the first one results from the lowest-order approximation to the two-body propagator, the second one is obtained from an infinite sum of diagrams which
account for the effects of the repeated scattering of two nucleons in matter. In
diagrammatic approaches one can have an intuitive idea of the processes that are
included in the approximation. Within the Green’s function formalism, however,
one can also introduce the approximations by means of a truncation in the hi-
erarchy of the equations of motion, decoupling the $N$-body propagator from the
$N-1$- and the $N+1$-body Green’s functions. One can actually show that the di-
agrammatic approaches which are widely used in the nuclear many-body problem
arise from these decouplings. This is actually the case of the Hartree-Fock and the
ladder approximations, and the way to perform this truncation has been briefly
discussed in this Thesis.

The description of nuclear matter at zero temperature within the ladder ap-
proximation encompasses at once particle-particle and hole-hole propagation and
also includes a full off-shell treatment of the in-medium propagation of nucleons.
In this sense, this approach goes both beyond the mean-field and the quasi-particle
pictures. The extension of this formalism to finite temperature is useful in the de-
scription of dense matter in extreme conditions, which is found in the latest stages
of the evolution of supernovae or in the fireballs formed in intermediate energy
heavy ion collisions. In addition to these very interesting applications, the finite
temperature formalism presents an important advantage with respect to the zero
temperature one. In a certain regime of low densities and very low temperatures,
the strong correlations induced by the microscopic force favor the creation of nu-
cleonic Cooper pairs, which give rise to a superfluid behavior in nuclear matter.
The application of a finite temperature treatment above the critical temperature
for this pairing transition avoids the difficulties of having to treat the pairing phe-
nomenon explicitly from a microscopical point of view.

In order to treat hot nuclear matter from a Green’s function point of view,
one has to deal with many-body Green’s functions theory at finite temperature.
In Chapter 2 this theory has been introduced and extensively discussed. This
formalism is among the few which can provide a consistent treatment of the mi-
roscopic properties of dense matter from very first principles. The foundations
of this theory rely on the imaginary time formalism, which exploits the formal simi-
larity between the time evolution factor in quantum mechanics and the Boltzmann
factor appearing in statistical mechanics. The introduction of complex times, al-
though difficult to grasp in an intuitive way, is helpful in the analytical treatments
of the theory and provides a unified description of equilibrium quantum statistical
mechanics at finite temperatures. Therefore, the second chapter of this Thesis
has been mainly devoted to discuss in depth this well-known approach, trying to
clarify some of the misconceptions which often appear in its treatment. Among
the results found, it is interesting to mention that:

- The analytical properties of the one-body propagator are very general and
can be obtained from the Lehmann representation without any particular
assumption on the characteristics of fermionic systems.
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- The spectral decomposition of the propagator allows to obtain all of its properties from the spectral function, which in addition can be associated to a probability distribution in the momentum and energy space.

- The effects of the interaction in the one-body propagator can be accounted for by means of the self-energy operator, whose analytical properties are also very general. This is achieved by means of Dyson’s equation, whose diagrammatic counterpart expresses the one-body propagator in terms of the iteration of irreducible self-energy pieces.

- The self-energy, in its turn, is usually expressed in terms of the one-body propagator. Since the propagator is determined from Dyson’s equation, the procedure of finding a self-energy and a propagator in dense matter should be self-consistent. In terms of diagrams, the requirement of self-consistency is equivalent to replacing all the free propagators in the perturbation expansion by dressed propagators. This accounts for an infinite sum of diagrams in the intermediate propagators of the self-energy diagrams, which become dressed by self-energy insertions.

The many-body Green’s function formalism is devoted to the description of the microscopic excitations of many-body systems and therefore gives an insight on their microscopic properties. Yet, physical systems in equilibrium are driven by thermodynamics, which concerns their macroscopical properties. Although quantum statistical mechanics is the bridge between the micro- and the macrophysics of many-body systems, it is difficult to derive expressions that relate both scales directly. A connection between them can be achieved by means of the Luttinger-Ward formalism, which gives the partition function of the system as a functional of the dressed one-body Green’s function. These ideas have been explored in the third chapter of this Thesis, and one can conclude that:

- The Luttinger-Ward formalism is a non-perturbative approach which sums infinite sets of diagrams for the partition function of interacting many-body systems. Its starting point is the dressed one-body propagator and thus the Luttinger-Ward functional includes the correlations embedded in the approximations to the one-body Green’s function.

- The partition function within this formalism is essentially the same that is obtained from the more widespread coupling constant method. This second method is also exact within the approximations to the one-body propagator, but it is however not practical for nuclear matter due to the need of performing calculations for different coupling constants.

- The thermodynamical consistency of the approach, which establishes the equivalence of the microscopically derived results to the macroscopically obtained ones, is automatically preserved within the Luttinger-Ward formalism.
This presents an advantage with respect to the BHF approach, which does not preserve thermodynamical consistency.

- Analytical expressions can be derived for the partition function and the entropy of interacting many-body systems in terms of the spectral function and the self-energy. In particular, the Luttinger-Ward approach leads to an entropy which can be decomposed in a dominant term, the dynamical quasi-particle entropy, which includes the effects of the fragmentation of the quasi-particle peak, plus a correction which is negligible at low temperatures and which accounts for higher order correlations.

Before studying nuclear matter with a sophisticated many-body approximation, it is always useful to set some ideas by using simple models. The fourth chapter of this Thesis is devoted to the Hartree-Fock approximation and its application in nuclear matter with realistic NN potentials. Even though the results obtained within this mean-field quasi-particle approach are not realistic, in the sense that they cannot reproduce the empirical saturation point of nuclear matter, the Hartree-Fock approximation offers an easy-to-treat scheme that provides an excellent testing ground for some of the concepts which are needed in more sophisticated approaches. Some ideas of this chapter that deserve to be outlined are the following:

- The Hartree-Fock approximation at finite temperature can be derived either from a diagrammatic approach or from the lowest-order decoupling of the hierarchy of the equations of motion for the two-body propagator. The self-consistent renormalization procedure arises however more naturally in the second approach, and accounts for a larger sum of diagrams which allows for the inclusion of nested second order self-energy insertions in the one-body propagator.

- The effects of the self-consistent renormalization procedure can be studied by comparing the SCHF approximation, which includes self-energy insertions to all orders, and the HF approximation, which is computed from a self-energy with a bare propagator. The numerical results differ both because of this difference and because of the chemical potentials used in the two approaches. In general terms, the effects of self-consistency are more important for larger densities, where the differences in the SCHF and the HF single-particle potentials can be as large as some tenths of MeV.

- The application of the Luttinger-Ward formalism to the SCHF approximation yields expressions for the thermodynamical properties which coincide with those of other formalisms. The energy and the entropy, in particular, are those of a gas of interacting quasi-particles.
In general terms, the SCHF results for the macroscopic properties are not realistic. The total energy per particle is repulsive in the whole density-temperature range explored, despite the fact that the potential energy with the CDBONN potential yields attractive results. The free energy does not show any minimum at intermediate densities and therefore the pressure of the system is positive.

The degenerate and the classical approximations describe correctly the temperature and density dependences of the different thermodynamical quantities in the relevant regimes. This is particularly true for the entropy per particle, which is described by a linear temperature dependence at low temperatures and high densities and by a logarithmic density dependence in the high temperature-low density regime.

Chapter 5 is devoted to the application of the ladder approximation to nuclear matter at finite temperature. The ladder approximation can be derived either diagrammatically, expressing the two-body propagator as an infinite sum of iterated two-particle scattering processes, or by means of a suitable truncation of the equation of motion of the three-body propagator. In both cases, one obtains an integral equation for the two-body propagator which can be reexpressed in terms of the $T$-matrix. This effective in-medium interaction fulfills a Lippman-Schwinger equation, which is easier to solve in the momentum-frequency space. This requires the knowledge of the analytical properties of the $T$-matrix, which are closely related to those of the ladder self-energy. This last quantity defines the one-body propagator, which in turn is needed to determine the intermediate particle-particle and hole-hole propagator in the Lippman-Schwinger equation. The ladder approximation thus defines a self-consistent approach and one needs to devise tools to solve it numerically. One can point out the following set of conclusions for this chapter:

- The ladder approximation for nuclear matter at finite temperatures can be solved by means of the SCGF scheme, in which the full off-shell dependence of the spectral function, the self-energy and the $T$-matrix are iterated self-consistently. Once the numerical solution of this scheme is achieved, one has access to the temperature and density dependences of different microscopic quantities.

- Although a description of pairing phenomena is not possible in the ladder approximation, a precursor effect can be observed in the in-medium effective interaction in the form of a strong structure for the kinematical conditions $\Omega = 2\mu$, $P = k_F$ and $q = 0$ at low temperatures.

- While the real part of the self-energy is essentially dominated by a generalized Hartree-Fock contribution (which includes ladder self-energy insertions), the
imaginary part has a strong energy dependence, with non-vanishing tails in both the large positive and negative energy limits. The effect of temperature on this quantity is rather small, but these tails exhibit a strong density dependence.

- Within the ladder approximation for nuclear matter, one can introduce well-defined quasi-particle energies. When compared to the corresponding SCHF spectra, the SCGF quasi-particle energies are more attractive and less stiff. The BHF single-particle spectra are however more attractive at low momenta, and yield similar results for \( k > k_F \). The spectra become more repulsive with increasing temperature within the SCHF and the BHF approaches, in contrast to the SCGF spectrum, which loose repulsion in the hole region.

- The spectral function has a strong quasi-particle peak at all momenta, whose properties are only mildly changed with temperature and strongly modified with density. The variations induced with increasing density depend on momentum. At \( k = k_F \) the quasi-particle peak becomes narrower, a behavior that can be understood in terms of the increasing degeneracy. At \( k = 0 \), the peak becomes much wider and shifts to lower energies. The low and high energy tails, on the other hand, have a common behavior and their strength increases with density, which shows that one can take them as a reliable measure of the importance of the correlations that fragment the quasi-particle peak.

- At low momenta, the correlated momentum distributions are depleted with respect to the mean-field ones, while at large momenta they yield larger populations. The depletion of the lowest momentum state increases with temperature, although this effect is similar to the one observed in the free Fermi gas and is therefore caused by thermal correlations. Dynamical correlations, on the other hand, are responsible for the almost constant \( k = 0 \) depletion at high densities. A steady decrease of this quantity with increasing density is observed, which goes against intuition and thus deserves further investigation.

Once the microscopic properties of nuclear matter have been determined from the implementation of the SCGF scheme, the Luttinger-Ward approach described in Chapter 3 can be applied to obtain the thermodynamical properties of the system. This is actually done in Chapter 6 of this Thesis. The energy per particle can be obtained directly from the GMK sum rule. Thus, to obtain the free energy of the system one needs to compute the entropy of the correlated system of nucleons. This has been one of the main objectives of this Thesis and, to our knowledge, it is the first time that the effects that the correlations which go beyond the quasi-particle and the mean-field pictures have on the entropy are thoroughly discussed.
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for nuclear systems. The more important results obtained with the Luttinger-Ward formalism can be summarized as follows:

- The $B$ spectral function, which introduces the effect of dynamical correlations into the dynamical quasi-particle entropy, has a strong quasi-particle peak, which is narrower than the one of the usual spectral function. This fact points towards the small influence of the correlations that fragment the quasi-particle states into the entropy of the system. Moreover, the $B$ spectral function has a similar density and temperature dependence than the usual $A$ spectral function.

- One can use different approximations to compute the entropy per particle of nuclear matter. Even though the dynamical quasi-particle entropy includes the effect of correlations by means of the $B$ spectral function, a no-width quasi-particle approximation to this quantity reproduces the entropy extremely well. If one uses a BHF approximation, the differences in chemical potentials and in the position of the quasi-particle peak yield an entropy which is about 10% lower than the dynamical quasi-particle entropy. The contribution of the $A$ spectral function to the entropy is in general about $20 - 30\%$ lower than the dynamical quasi-particle one.

- The temperature and density dependence of the dynamical quasi-particle entropy is qualitatively similar to the mean-field one, although it yields somewhat larger results, up to 1.5 times larger. The low temperature behavior of the entropy is quite linear and the corresponding density of states is the one associated to a momentum integration of the $B$ spectral function. This is very close to the quasi-particle density of states at low temperatures. Still, the linear behavior is worse than the one obtained in the mean-field case and one can say that the degenerate limit is more difficult to achieve in the correlated case. The same holds for the classical regime.

- The approximations introduced in the BHF scheme lead to a violation of thermodynamical consistency which, in the case of the chemical potential, can yield differences of up to 20 MeV. This is not the case for the SCGF scheme that, together with the Luttinger-Ward formalism, yields thermodynamically consistent results in the whole density and temperature range, with a 2 MeV accuracy. The Hugenholtz-van Hove theorem is thus very well fulfilled, although the detailed saturation properties do strongly depend on temperature.

- The total energy per particle results to be attractive in a defined range of densities and temperatures. While the kinetic energy is about 1.5 times larger than the mean-field one, the effect of correlations is much larger for the potential energy, which in a wide range of densities is about $3 - 4$ times more attractive than the mean field one.
• The results for the chemical potential and the free energy are consistent with the presence of a phase transition of the liquid-gas type for nuclear matter. A first guess for the critical temperature of this transition is about $T_c = 17$ MeV, while the flashing temperature is below $T = 15$ MeV.

The results presented in this Thesis are still far from being realistic. The saturation point of nuclear matter, if extrapolated at zero temperature, corresponds to a too large saturation density and a too attractive saturation energy. Still, the Green’s function approach in the ladder approximation together with the Luttinger-Ward formalism give rise to thermodynamical consistent results which account, at the microscopic level, for correlations both beyond the mean-field and the quasi-particle pictures. These can therefore be taken as the first qualitative results of the approach, which should be further extended to include three-body correlations. This would improve the description of nuclear matter and could yield more accurate results for the equation of state. The treatment of isospin asymmetry in the formalism should also be devised at some point, especially if the results have to be applied either to finite nuclei or to the extremely asymmetric matter found in the interior of astrophysical compact objects. Furthermore, the formalism introduced in this Thesis could be applied to other hot, dilute and strongly interacting many-body systems in order to understand the effect that microscopic dynamical correlations produce on their macroscopical thermodynamical properties.
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Perturbation Expansion of the Green’s Function

In complete analogy to the zero temperature case, the single-particle Green’s function of a finite temperature many-body system can be expanded in terms of free single-particle Green’s functions. This expansion is most suitably depicted in terms of Feynman diagrams, which allow for a more physical interpretation of the many-body problem. In addition, diagrams are an optimal tool for understanding the approximations in the many-body problem. In this appendix, the main steps that lead to expressing the full propagator in terms of free Green’s functions and two-body interactions will be reviewed. The connection of this expansion with Feynman diagrams will be sketched in the following Appendix. Most of the discussions will be rather qualitative, but further details can be found in Refs. [Abr65; Fet71].

For a system of interacting fermions, the full Hamiltonian $\hat{H}$ is given by a kinetic term:

$$\hat{H}_0(t) = \int d^3r \, \hat{a}^\dagger(r) \hat{T}(r) \hat{a}(r),$$

(A.1)

plus a term due to the two-body interaction:

$$\hat{H}_1(t) = \frac{1}{2} \int d^3r \int d^3r' \, \hat{a}^\dagger(r) \hat{a}^\dagger(r') V(r, r') \hat{a}(r') \hat{a}(r).$$

(A.2)

In the previous expressions the field operators $\hat{a}(rt)$ are expressed in the Heisenberg picture. The time evolution of any of these Heisenberg operators is given by the full Hamiltonian:

$$\hat{O}_H(rt) = e^{i\hat{H}t} \hat{O}_S(r) e^{-i\hat{H}t},$$

(A.3)

where, for the initial time $t = 0$, the operator is of the Schrödinger type. This is the basic relation that links the Heisenberg and Schrödinger pictures in usual quantum mechanics. Formally, this relation can be extended to complex times (although
in practice, only purely imaginary times are needed). The same imaginary-time extension can be carried out for the interaction picture, in which operators evolve in time with the kinetic hamiltonian $\hat{H}_0$:

$$\hat{O}_I(r) = e^{i\hat{H}_0 t} \hat{O}_S(r) e^{-i\hat{H}_0 t}. \quad (A.4)$$

From the two previous expressions one finds that the operators in the Heisenberg and in the interaction pictures are related by the transformation:

$$\hat{O}_H(r,t) = U(t,0) \hat{O}_I(r,t) U(t,0), \quad (A.5)$$

where $U(t,t')$ is the so-called time evolution operator:

$$U(t,t') = e^{i\hat{H}_0 t} e^{-i\hat{H}(t-t')} e^{-i\hat{H}_0 t'}. \quad (A.6)$$

For imaginary times, in contrast to what happens with real times, $U$ is not anymore unitary. However, it still obeys the group property:

$$U(t,t') U(t',t'') = U(t,t''), \quad (A.7)$$

and fulfills the boundary condition:

$$U(t,t) = I. \quad (A.8)$$

In addition, by taking a derivative with respect to a time variable, one finds that its time dependence is governed by the differential equation:

$$i \frac{\partial}{\partial t} U(t,t') = \hat{H}_1(t) U(t,t'). \quad (A.9)$$

Note that $\hat{H}_1$ evolves in time as an interaction picture operator, i.e. with Eq. (A.4). The well-known formal solution of this equation is given in terms of time-ordered products $[\text{Fet71}]:$

$$U(t,t') = \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_t^{t'} dt_1 \cdots \int_t^{t'} dt_n T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n) \right], \quad (A.10)$$

in which the time ordering operator $T$ orders the operators in such a way that the time arguments decrease from left to right. This time ordering is slightly different from the one appearing, for instance, in the Green’s function, Eq. (2.15), because it does not include any change of permutation sign when the operators are ordered. Ultimately, this difference is irrelevant because the $\hat{H}_1$ operators are of a bosonic nature and no phase needs to be added when the times are ordered with either prescription.

The grand-partition function $\Omega$ is related to the statistical operator $e^{-\beta(\hat{H} - \mu \hat{N})}$ via the equation:

$$e^{-\beta \Omega} = \text{Tr} \, e^{-\beta(\hat{H} - \mu \hat{N})}. \quad (A.11)$$
If one expresses the statistical operator in terms of the time evolution operator at complex times:

\[ e^{-\beta(\hat{H}_0 - \mu \hat{N})} = e^{-\beta(\hat{H}_0 - \mu \hat{N})} \mathcal{U}(t = -i\beta, 0), \]  

(A.12)

the following expansion for the grand-partition function is found:

\[ e^{-\beta \Omega} = e^{-\beta \Omega_0} \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_n \text{Tr} \left\{ \hat{\rho}_0 T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n) \right] \right\}, \]  

(A.13)

Inside the trace, the density matrix of the non-interacting system has been introduced:

\[ \hat{\rho}_0 = e^{-\beta(\hat{H}_0 - \mu \hat{N})} \text{Tr} e^{-\beta(\hat{H}_0 - \mu \hat{N})} = e^{-\beta(\hat{H}_0 - \mu \hat{N})}. \]  

(A.14)

Note, in addition, that in the previous expressions the quantities are all evaluated with the chemical potential \( \mu \), corresponding to that of the fully interacting system which is in principle an external fixed parameter in the grand-canonical picture. Let us now turn our attention to the single-particle Green’s function:

\[ i\hat{G}(\mathbf{r}_t, \mathbf{r}_{t'}) = \frac{\text{Tr} \left\{ e^{-\beta(\hat{H}_0 - \mu \hat{N})} T \left[ \hat{a}(\mathbf{r}_t) \hat{a}^\dagger(\mathbf{r}_{t'}) \right] \right\}}{e^{-\beta \Omega}}, \]  

(A.15)

which can be rewritten in terms of the time evolution operators:

\[ i\hat{G}(\mathbf{r}_t, \mathbf{r}_{t'}) = e^{\beta(\Omega - \Omega_0)} \text{Tr} \left\{ \hat{\rho}_0 T \left[ \mathcal{U}(-i\beta, t) \hat{a}_I(\mathbf{r}_t) \mathcal{U}(t, t') \hat{a}_I(\mathbf{r}_{t'}) \mathcal{U}(t', 0) \right] \right\}, \]  

(A.16)

where \( \hat{a}_I (\hat{a}_I^\dagger) \) denotes a destruction (creation) operator in the interaction picture. One can now expand the time evolution operators inside the trace. This will lead to three different infinite sums of integrals of time-ordered terms. Making use of the relation:

\[ \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_{t_a}^{t_c} dt_1 \cdots \int_{t_a}^{t_c} dt_n \mathcal{T} \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n) \hat{O}(t_b) \right] = \]

\[ \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_{t_a}^{t_b} dt_1 \cdots \int_{t_a}^{t_b} dt_n \mathcal{T} \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n) \right] \times \hat{O}(t_b) \]

\[ \times \sum_{m=0}^{\infty} \frac{(-i)^m}{m!} \int_{t_b}^{t_c} dt_1 \cdots \int_{t_b}^{t_c} dt_m \mathcal{T} \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_m) \right], \]  

(A.17)

which is valid for \( t_a < t_b < t_c \), the three sums are converted into a single sum where the integrated time variable runs from 0 to \(-i\beta\). The single-particle propagator
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can then be cast in the following form:

\[
iG(rt, r't') = e^{\beta(\Omega - \Omega_0)} \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_n \text{Tr} \left\{ \hat{\rho}_0 T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n) \hat{a}_I(rt) \hat{a}_I^{\dagger}(r't') \right] \right\}.
\]

(A.18)

The interacting part of the hamiltonian, \( \hat{H}_1 \), can be rewritten in terms of interaction picture creation and destruction operators:

\[
\hat{H}_1(t_1) = \frac{1}{2} \int d^3r_1 \int d^3r_1' \int_0^{-i\beta} dt_1' \hat{a}_I^{\dagger}(r_1 t_1) \hat{a}_I^{\dagger}(r_1' t_1') V(r_1 t_1, r_1' t_1') \hat{a}_I(r_1' t_1') \hat{a}_I(r_1 t_1),
\]

(A.19)

where the notation:

\[
V(r_1 t_1, r_2 t_2) = \delta(t_1 - t_2) V(r_1, r_2)
\]

(A.20)

has been used in order to write expressions in a more symmetric way. If one introduces the expansion of \( \hat{H}_1 \) in Eq. (A.19), the corresponding expansion of the full Green’s function in terms of creation and destruction operators (in the interaction picture) is obtained. Each term of order \( n \) in this expansion will have \( 4n \) operators coming from \( \hat{H}_1 \) plus 2 operators coming from the definition of the Green’s function. Each contribution will thus contain \( 4n + 2 \) creation and destruction operators. The first term in the expansion is of zero-th order and has the following form:

\[
iG^{(0)}(rt, r't') = e^{\beta(\Omega - \Omega_0)} \text{Tr} \left\{ \hat{\rho}_0 T \left[ \hat{a}_I(rt) \hat{a}_I^{\dagger}(r't') \right] \right\}.
\]

(A.21)

The first order term is already quite involved, but its appearance can be simplified with the help of the notation:

\[
\int d^3r_1 \int_0^{-i\beta} dt_1 \to \int d1 \quad \text{and} \quad \text{Tr} \left\{ \hat{\rho}_0 \hat{X} \right\} = \langle \hat{X} \rangle_0.
\]

(A.22)

Note that the statistical average \( \langle \cdots \rangle_0 \) is taken over the non-interacting states of the system. With the help of these changes, the first order term is written:

\[
iG^{(1)}(rt, r't') = e^{\beta(\Omega - \Omega_0)} \left[ \frac{(-i)}{2} \int d1 \int d1' V(1, 1') \times \left\langle \mathcal{T} \left[ \hat{a}_I^{\dagger}(1) \hat{a}_I^{\dagger}(1') \hat{a}_I(1') \hat{a}_I(1) \hat{a}_I(rt) \hat{a}_I^{\dagger}(r't') \right] \right\rangle_0 \right].
\]

(A.23)
One can also write down an expression for the \( n \)th-order term:

\[
iG^{(n)}(rt, r't') = e^{\beta(\Omega - \Omega_0)} \left[ \frac{(-i)^n}{n!2^n} \int \! \! \! d1 \int \! \! \! d1' \cdots \int \! \! \! dnn' V(1, 1') \cdots V(n, n') \right. \\
\left. \times \left\langle T \left[ a^\dagger_I(1) a^\dagger_I(1') a_I(1) \cdots a^\dagger_I(n) a_I(n') a_I(n) a_I(r) a_I(r') \right] \right\rangle_0 \right].
\]

\( (A.24) \)

It is clear that, at any order in the expansion, one has to evaluate an ensemble average over non-interacting states of a time-ordered product of creation and destruction operators. In the same way as it is done for the zero temperature case, one can prove a Wick theorem that relates these averages with contractions of operators. These contractions, which are \( C \)-numbers with well-known properties, are essential for the calculation of the traces and are the final step before one can have a completed perturbation expansion of the propagator. Note, however, that there is a fundamental difference with respect to the zero temperature case. While the Wick theorem in that case is an exact operator identity, the finite temperature Wick theorem is only valid for thermally averaged operators.

In a generic term in the perturbation expansion, one always finds a statistical average of the type:

\[
\langle T \left[ AB \cdots F \right] \rangle_0,
\]

where \( A, B, \ldots \) denote creation and destruction operators in the interaction picture. A contraction between two of these operators is defined as:

\[
\overline{AB} = \left\langle T \left[ AB \right] \right\rangle_0.
\]

\( (A.26) \)

In particular, the contraction of a destruction and a creation operator in the interaction picture simply yields the Green’s function of the non-interacting system:

\[
\overline{a_I(rt)a^\dagger_I(r't')} = \left\langle T \left[ a_I(rt)a^\dagger_I(r't') \right] \right\rangle_0 = iG_0(rt, r't').
\]

\( (A.27) \)

The generalized Wick theorem then states that:

The ensemble average of any time-ordered product of operators equals the sum over all possible fully contracted terms.

Provided that this theorem holds and knowing that, in addition, the contraction of two creation or annihilation operators vanishes, one can decompose the time-ordered averages in terms of contractions. Let us do this for the product in the first order term (for simplicity the creation operators are named \( C \) and the annihilation
The previous six terms can be divided in two groups. The first one would be formed by the first and the third contributions. They involve a contraction between the operators which carry the explicit external dependence on time and space, $\hat{a}_I(r)\hat{a}^\dagger_I(r')$ (A and $C''$ in the previous notation), and contractions among the remaining operators whose variables are integrated. The latter contraction is thus independent from the other and can be factored out. This kind of contributions are called disconnected, because they can be decomposed in an external (which includes the dependence on the external time and space variables) and an internal (with no explicit dependence) contribution. In the previous case, the disconnected terms yield the result:

$$\langle T [C_1 C'_1 A_1 A_1' A_1' A_1' C] \rangle_0 = C_1 C'_1 A_1 A_1' A_1' A_1' C + C_1 C'_1 A_1 A_1' A_1' A_1' C' + C_1 C'_1 A_1 A_1' A_1' A_1' C + C_1 C'_1 A_1 A_1' A_1' A_1' C'' \ .$$

\[(A.28)\]

The remaining four terms in the first order expansion are formed by contractions which join external as well as internal variables. They are called connected contributions. It is not by chance that the external term in Eq. (A.29) corresponds to the connected contribution of the zeroth order term. As a matter of fact, one can show that the whole expansion series for the propagator factorizes in a term composed of an infinite number of connected contributions, $S^{\text{con}}$, times a sum that includes all the internal contributions, $S^{\text{int}}$:

$$\hat{A}C'' \times \left[ A_1 C_1 A_1' C_1' - A_1 C_1' A_1' C_1 \right] \ ,$$

\[(A.29)\]

with $\hat{A}C''$ the external contribution.

The remaining four terms in the first order expansion are formed by contractions which join external as well as internal variables. They are called connected contributions. It is not by chance that the external term in Eq. (A.29) corresponds to the connected contribution of the zeroth order term. As a matter of fact, one can show that the whole expansion series for the propagator factorizes in a term composed of an infinite number of connected contributions, $S^{\text{con}}$, times a sum that includes all the internal contributions, $S^{\text{int}}$:

$$i\mathcal{G}(rt, r't') = e^{\beta(\Omega - \Omega_0)} \left[ S^{\text{con}}(rt, r't') \times S^{\text{int}} \right] \ .$$

\[(A.30)\]

To obtain this result, one can consider an $\nu$-th order term in the expansion of the propagator. In general, this term will be formed by $n$ connected contributions and $m$ internal ones. There are $\frac{\nu!}{n!m!}$ different ways to carry out this factorization that yield the same result. Summing over all these possibilities with the restriction that $\nu = m + n$, one gets the $\nu$-th order contribution. As a consequence of this

\[\text{220} \]
factorization, the full propagator is given by the following sum to all orders in $\nu$:

$$iG(rt, r't') = e^{\beta(\Omega - \Omega_0)} \sum_{\nu=0}^{\infty} \frac{(-i)^\nu}{\nu!} \left\{ \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} \delta_{\nu,n+m} \frac{\nu!}{n!m!} \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_n \left\langle T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n)a_I(rt)a_I^\dagger(r't') \right] \right\rangle_0^\text{con} \times \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_m \left\langle T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_m) \right] \right\rangle_0^\text{int} \right\},$$

(A.31)

where the $\langle \cdots \rangle^\text{con}$ subscript denotes the fact that in the Wick decomposition only connected terms have to be considered and where the $\langle \cdots \rangle^\text{int}$ subscript denotes a contribution formed only by internal lines. Using the $\delta$-function to carry out the sum over $\nu$, the following factorization is obtained:

$$iG(rt, r't') = e^{\beta(\Omega - \Omega_0)} \times \left\{ \sum_{n=0}^{\infty} \frac{(-i)^n}{n!} \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_n \left\langle T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_n)a_I(rt)a_I^\dagger(r't') \right] \right\rangle_0^\text{con} \right\} \times \left\{ \sum_{m=0}^{\infty} \frac{(-i)^m}{m!} \int_0^{-i\beta} dt_1 \cdots \int_0^{-i\beta} dt_m \left\langle T \left[ \hat{H}_1(t_1) \cdots \hat{H}_1(t_m) \right] \right\rangle_0^\text{int} \right\}. \quad (A.32)$$

One can carry out a similar analysis for the expansion of the function $e^{\beta(\Omega - \Omega_0)}$, Eq. (A.13). It is clear that, since it does not contain any external dependence, the terms that contribute to this function are all of the internal type. Indeed, by comparing the previous equation and Eq. (A.13) one finds that:

$$e^{-\beta(\Omega - \Omega_0)} = \mathcal{S}^\text{int}. \quad (A.33)$$

Using this and Eq. (A.30), one can see that the propagator is formed by the sum of all connected diagrams:

$$iG(rt, r't') = \mathcal{S}^\text{con}(rt, r't'), \quad (A.34)$$

which leads to the expansion:

$$iG(rt, r't') = \sum_{n=0}^{\infty} \frac{(-i)^n}{n!2^n} \int d1 \int d1' \cdots \int dn \int dn' V(1, 1') \cdots V(n, n') \times \left\langle T \left[ \hat{a}_I^\dagger(1)\hat{a}_I^\dagger(1')\hat{a}_I(1')\hat{a}_I(1) \cdots \hat{a}_I^\dagger(n)\hat{a}_I^\dagger(n')\hat{a}_I(n')\hat{a}_I(n)\hat{a}_I(rt)\hat{a}_I^\dagger(r't') \right] \right\rangle_0^\text{con}. \quad (A.35)$$

Still, a further important simplification can be achieved by taking a closer look to the contribution of the connected contributions at first order, Eq. (A.28). The
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fourth and the sixth (and also the second and the fifth) terms yield the same result, since they just differ in a permutation of the integration variables. At a given order \( n \), one can make \( n! \) different permutations of integration variables (without taking into account any additional phase, because inside the time-ordered product one always has to do an even number of permutations). In addition, since \( V(1, 1') = V(1', 1) \), at each order one can perform \( 2^n \) permutations of the type \( 1 \leftrightarrow 1' \) which leave the result unchanged. Therefore, each contribution to the sum of contractions has \( n!2^n \) terms which give the same result (these are topologically equivalent contractions, because they lead to equivalent Feynman diagrams). Such repeated contributions cancel the \( \frac{1}{n!2^n} \) factor in Eq. (A.35).

After all these considerations, one is left out with an expansion of the single-particle Green’s function, \( G \), in terms of the non-interacting Green’s function, \( G_0 \), and the interaction strength, \( V \). Up to first order this expansion reads:

\[
iG(rt, r't') = iG_0(rt, r't') + i^2 \int d^3r_1 \int_0^- d\tau_1 \int d^3r'_1 \int_0^- d\tau'_1 V(r_1 t, r'_1 t')
\times \left[ -G_0(rt, r_1 t_1)G_0(r'_1 t'_1, r'_1 t')G_0(r_1 t_1, r't') + G_0(r_1 t, r'_1 t')G_0(r'_1 t'_1, r_1 t_1)G_0(r_1 t_1, r'_1 t') \right] + \ldots \quad (A.36)
\]

Note that, in the third line, a prescription is needed to evaluate \( G_0 \) at equal times. This contribution arises from the contraction between two operators that come from the same interaction Hamiltonian, \( \hat{H}_1 \). Since in \( \hat{H}_1 \) the creation operators are always to the left of the destruction ones, one takes this as a prescription and the time argument of the creation operator is always slightly larger than the time in the destruction operator:

\[
G_0(rt, r't^+) = \lim_{t' \to t^+} \left\langle T \left[ a_f(rt)a^+_f(r't') \right] \right\rangle_0. \quad (A.37)
\]

By considering the previous expressions, one can see that a general contribution of order \( n \) in the expansion of the single-particle propagator contains \( n \) interaction terms convoluted with \( 2n + 1 \) non-interacting propagators. In addition, at a given order, each topological distinct contribution should only be taken into account once. However, for each of these contributions one needs to compute \( 2n \) spatial integrals plus \( 2n \) imaginary time integrals, \( i.e. \) \( 4n \) integrals. In a uniform and isotropic system, it is very useful to Fourier transform these expressions to momentum space, because the momentum conservation can be applied at each vertex (each point in \( k \)-space where a propagator coincides with an interaction). This allows to carry out many integrals in a straightforward way. Furthermore, the quasi-periodicity of the Green’s function in the imaginary time variable (see Chapter 2) allows for a discrete Fourier transform from imaginary time to the so-called Matsubara frequencies, which are also conserved at the vertices. The final
expression for the Fourier transformed propagator is:

\[ G(r_t, r'_t) = \int \frac{d^3k}{(2\pi)^3} e^{i k (r - r')} \frac{1}{-i\beta} \sum_\nu e^{-i\nu(z_t - z_{t'})} G(k, z_{\nu}) . \] \tag{A.38}

The conservation of momentum and energy is actually implemented in terms of the integral representations of the Dirac delta function in three-momentum:

\[ \int d^3x e^{i \mathbf{k} \cdot \mathbf{x}} = (2\pi)^3 \delta(\mathbf{k}) , \tag{A.39} \]

and the relation of Matsubara frequencies:

\[ \int_{-i\beta}^{0} dt e^{-i(z_{\nu} - z_{\nu'})} = -i\beta \delta_{\nu,\nu'} . \tag{A.40} \]

The expansion that has just been derived for the propagator, although very useful for theoretical considerations, is very hard to use in practice. Already at second order one needs to carry out the contractions between several operators, distinguish among those who are topologically equivalent, perform a lot of integrals and Fourier transform complicated expressions. This is clearly a tedious task. Fortunately, this task can be enormously simplified with the introduction of Feynman diagrams. The diagrammatic interpretation of the propagator is based on a one-to-one correspondence between each term in the perturbative expansion of the propagator and a diagram. A set of rules (the so-called Feynman rules) relate in a systematic way each term of a given order in the expansion of the Green’s function to a diagram. With the help of those rules, the value of an \( n \)-th order contribution can be determined more easily. The Feynman rules for the momentum-frequency space representation of the one-body Green’s Function are given in the following appendix.
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Feynman rules and diagrams

The Feynman rules provide a dictionary that translates each term in the perturbation expansion of the Green’s function into diagrams. A term of order $n$ in the expansion of $G$ is given by the Feynman rules for an homogeneous system of identical particles interacting through a time independent two-body potential. In the momentum-frequency representation, these are the following:

1. At a given $n$-th order in the interaction, draw all the topologically distinct connected diagram with $n$ interaction (wavy) lines and $2n + 1$ (straight) fermion lines. In these lines, an arrow indicates the direction of the momentum flow.

2. Associate a momentum $k_i$ and a Matsubara frequency $z_{\nu_i}$ with each fermion line ($i = 1, 2, \ldots, n$). The external lines in the diagram carry a momentum $k$ and a frequency $z_{\nu}$.

3. For each line write down a factor:

$$G_0(k_i, z_{\nu_i}) = \frac{1}{z_{\nu_i} - k_i^2/2m},$$

coming from the non-interacting propagator.

4. Each interaction line involves a factor:

$$i\langle k_1k_2|V|k_3k_4 \rangle.$$

The labels of the propagator lines associated to the interaction vertices are shown in Fig. B.1.

5. At each interaction vertex the total momentum and the total Matsubara frequencies are conserved. The Dirac and Kronecker delta functions that guarantee these conservation laws are given by:

$$(2\pi)^3\delta^{(3)}(k_1 + k_2 - k_3k_4) (-i\beta)\delta_{\nu_1 + \nu_2, \nu_3 + \nu_4},$$

at each vertex.
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6. Integrate over all the momenta associated with fermion lines, except for the external one, labeled $k$. Sum over the Matsubara frequencies of all the fermion lines, except for the external one, labeled $z_\nu$. Associate a factor $(2\pi)^{-3}$ to each integration and a factor $(-i\beta)^{-1}$ to each Matsubara sum.

7. Sum over the spin and isospin quantum numbers of all the internal fermionic lines.

8. Add a factor $(-1)^F$ to the final result, with $F$ the number of closed fermion loops in the diagram. This factor comes from the odd number of permutations that one has to perform in order to bring the external operators to the left of all the internal operators.

9. The prescription for equal-time Green’s functions is acknowledged by adding a factor $e^{z\eta}$ to the expression whenever a propagator line closes on itself or it is joined by the same interaction line. The factor $\eta$ is small and positive, such that:

$$\lim_{\text{Re } z \to \infty} \eta \text{Re } z = \infty,$$

and is needed to prevent the divergent contributions from the arches in contour integrations.

As an example of the application of these rules, the contributions of the diagrams (a), (b) and (c) of Fig. B.2 will be computed. Diagram (a), for instance,
Figure B.2: Examples of the application of Feynman rules to Feynman diagrams for the one-body propagator. Diagrams (a) and (b) are the two first order contributions, while diagram (c) corresponds to the first non-trivial second order contribution.

yields:

\[
G^{(a)}(k, z_\nu) = (-1) \frac{1}{-i\beta} \sum_{\nu_1} e^{z_{\nu_1} \eta} \int \frac{d^3 k_1}{(2\pi)^3} G_0(k, z_\nu) i \langle kk_1 | V | kk_1 \rangle \\
\times G_0(k_1, z_{\nu_1}) G_0(k, z_\nu) = G_0(k, z_\nu) \left[ -\frac{i}{-i\beta} \sum_{\nu_1} e^{z_{\nu_1} \eta} \int \frac{d^3 k_1}{(2\pi)^3} \langle kk_1 | V | kk_1 \rangle \right] G_0(k_1, z_{\nu_1}) \tag{B.1}
\]

Diagram (b) is basically the exchange counterpart of diagram (a), in the sense that, apart for a sign, the only difference is found in the permutation of the ket vectors in the potential:

\[
G^{(b)}(k, z_\nu) = G_0(k, z_\nu) \left[ \frac{i}{-i\beta} \sum_{\nu_1} e^{z_{\nu_1} \eta} \int \frac{d^3 k_1}{(2\pi)^3} \langle kk_1 | V | k_1 k \rangle \right] G_0(k_1, z_{\nu_1}) G_0(k, z_\nu) \tag{B.2}
\]

Indeed, both of them can be written together by means of the antisymmetric matrix element, \(|kk'\rangle_A = |kk'\rangle - |k'k\rangle\):

\[
G^{(a+b)}(k, z_\nu) = G_0(k, z_\nu) \left[ -\frac{i}{-i\beta} \sum_{\nu_1} e^{z_{\nu_1} \eta} \int \frac{d^3 k_1}{(2\pi)^3} \langle kk_1 | V | kk_1 \rangle_A \right] G_0(k_1, z_{\nu_1}) \tag{B.3}
\]

The contribution of Diagram (c) is already more involved, since it is a second order diagram. The momentum labels, once the total momentum and Matsubara frequency conservation at the vertex has been applied, are shown in Fig. B.2. This conservation cancels one of the momentum integrations (with its corresponding
(2\pi)^{-3} \text{ factor and a Matsubara sum (and its } (-i\beta)^{-1} \text{ factor), thus yielding:}

\[
\mathcal{G}^{(c)}(k, z_\nu) = \mathcal{G}_0(k, z_\nu) \left[ \frac{-i^2}{(-i\beta)^2} \sum_{\nu_1, \nu_2} \int \frac{d^3k_1}{(2\pi)^3} \int \frac{d^3k_2}{(2\pi)^3} \mathcal{G}_0(k_1, z_{\nu_1}) \times (k_1, k_2|V|k, k_1 + k_2 - k) \mathcal{G}_0(k_2, z_{\nu_2}) \langle k, k_1 + k_2 - k|V|k_1, k_2 \rangle \right.
\]

\[
\times \mathcal{G}_0(|k_1 + k_2 - k|, z_{\nu_1} + z_{\nu_2} - z_\nu) \mathcal{G}_0(k, z_\nu). \tag{B.4}
\]
Appendix C

Sums over Matsubara frequencies

In the finite temperature formalism used throughout this Thesis, a few infinite sums of Matsubara frequencies had to be performed. These sums are carried out by means of complex variable calculus techniques, mainly Cauchy’s theorem and integrations over closed contours in the complex plane. In this Appendix, three examples of Matsubara sums that appear in this Thesis will be explicitly performed. In all these three cases, the main ideas and mathematical tools are the same and only minor mathematical considerations change from one to the other.

In the first place, one evaluates the sum of a function computed at an infinite set of Matsubara frequencies as the result of a Cauchy integral of the original function times a function which has poles of unit residue at these frequencies. The original contour of this integral is then deformed to another contour that involves poles or cuts for real frequencies (thus switching from imaginary to physical frequencies). Finally, applying Cauchy’s theorem to these poles, one finds a final result in terms of the poles (or cuts) of the original function in the real axis.

C.1 Functions with a single pole

As a first example, let us consider the sum over Matsubara frequencies appearing in the Hartree-Fock contribution, Eq. (4.1). Consider the following function of a complex variable:

\[-\beta f(z) = \frac{-\beta}{1 + e^{\beta(z-\mu)}}.\]  \hspace{1cm} (C.1)

It has poles of order one and unit residue at the Matsubara frequencies. Thus the infinite sum over the free propagator can be transformed to an integral by virtue of Cauchy’s theorem:

\[
\sum_{\nu} e^{\epsilon_{\nu}} G_0(k, z_{\nu}) = -\beta \int_{C} \frac{dz}{2\pi i} e^{\epsilon_{\nu}} f(z) G_0(k, z), \hspace{1cm} (C.2)
\]
where $C$ is a contour that surrounds the poles at the Matsubara frequencies in the positive sense (see Fig. C.1). Since the integrated function is analytical in the remaining regions of the complex plane, one can deform the contour $C$ to a contour $C'$, as shown in Fig. C.1. This contour can be split in three different regions. Firstly, the region of the arches at infinity. The integral in this region vanishes with the help of the convergence factor $e^{z\eta}$. Secondly, the contributions of the two parallel paths above and below the real axis cancel because the integrand is analytical above and below the real axis. Finally, one is left with the contribution of the pole of the free propagator at $z = \varepsilon(k)$. This is computed with the help of Cauchy’s theorem:

$$
\sum_{\nu} e^{z\nu\eta} G_0(k, \omega) = -\beta \int_{C'} \frac{dz}{2\pi i} e^{z\eta} f(z) \frac{1}{z - \varepsilon(k)} = \beta f[\varepsilon(k)].
$$

Note the minus sign due to the clockwise orientation around the pole. This result is independent of the relative position of $\varepsilon(k)$ with respect to $\mu$, as can be easily shown by drawing a contour $C'$ with $\varepsilon(k)$ below $\mu$. Let us also mention that the previous sum over Matsubara frequencies involves the free one-body propagator. The same sum over the dressed propagator can be performed with the help of the spectral decomposition of $G$, Eq. (2.57).
C.2 Functions with double poles

The second example consists of a sum of a function of Matsubara functions which has to poles on the real axis. This is not technically more involved than the previous result. Consider the non-correlated two-body propagator:

\[
G^0_{II}(k_1, k_2, Z_\Lambda) = -\frac{1}{\beta} \sum_\nu G(k_1, z_\nu)G(k_2, Z_\Lambda - z_\nu), \tag{C.4}
\]

where \( Z_\Lambda \) is a Matsubara frequency of a bosonic nature. Inserting the spectral decomposition of the one-particle propagator, Eq. (2.57), one obtains:

\[
G^0_{II}(k_1, k_2, Z_\Lambda) = \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_2}{2\pi} A(k_1, \omega_1)A(k_2, \omega_2) \times -\frac{1}{\beta} \sum_\nu \frac{1}{z_\nu - \omega_1} \frac{1}{Z_\Lambda - z_\nu - \omega_2}. \tag{C.5}
\]

Once again, the sum can be converted into an integral over the contour \( C \) with the help of the Fermi-Dirac function:

\[
-\frac{1}{\beta} \sum_\nu \frac{1}{z_\nu - \omega_1} \frac{1}{Z_\Lambda - z_\nu - \omega_2} = \int_C \frac{dz}{2\pi i} e^{\pi f(z)} \frac{1}{z - \omega_1} \frac{1}{Z_\Lambda - z - \omega_2}. \tag{C.6}
\]

The contour \( C \) is now deformed to the contour \( C' \) as depicted in Fig. C.2. The contributions of the arches as well as those coming from the parallel paths above
and below the real axis vanish. The only contribution thus left is that of the poles at \( z = \omega_1 \) and \( z = Z_\Lambda - \omega_2 \). The result of the integral is thus simply the sum of residues of the integrated function at these poles:

\[
\frac{-1}{\beta} \sum_{\nu} \frac{1}{z_{\nu} - \omega_1} \frac{1}{Z_\Lambda - z_{\nu} - \omega_2} = \int_C \frac{dz}{2\pi i} \frac{e^{z\eta} f(z)}{z - \omega_1} \frac{1}{Z_\Lambda - z - \omega_2} = -\frac{f(\omega_1)}{Z_\Lambda - \omega_1 - \omega_2} + \frac{f(Z_\Lambda - \omega_2)}{Z_\Lambda - \omega_1 - \omega_2}.
\]  
(C.7)

As explained above, \( Z_\Lambda \) is a Matsubara frequency of the bosonic type and thus \( \Lambda \) is an even number. Note that the picture in Fig. C.2 is only valid for \( \Lambda = 0 \), where \( Z_\Lambda \) is real. For a generic complex \( Z_\Lambda \), the position of the second pole would be somewhere above or below the real axis, but the ideas exposed above would still be valid as long as the contribution of the parallel paths coming from and going to the pole at \( Z_\Lambda - \omega_2 \) vanish. All in all, one finds the following expression:

\[
G_{II}(k_1, k_2, Z_\Lambda) = \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_2}{2\pi} A(k_1, \omega_1) A(k_2, \omega_2) \frac{f(Z_\Lambda - \omega_2) - f(\omega_1)}{Z_\Lambda - \omega_1 - \omega_2}.
\]  
(C.8)

In the numerator of the previous integrand, the function \( f(Z_\Lambda - \omega_2) \) appears. When trying to perform the analytical continuation of \( G_{II}(Z_\Lambda) \) to the whole complex plane \( Z \), one finds that the previous function does not go to zero as \( |Z| \to \infty \) in all directions. Actually, for Re \( Z < 0 \) one finds \( \lim_{|Z| \to \infty} f(Z - \omega) \to 1 \). Yet, the condition \( \lim_{|Z| \to \infty} G_{II}(Z) \to 0 \) needs to be fulfilled for the analytical continuation to be uniquely defined (see Section 2.2.4). Therefore, before performing the analytical continuation it is convenient to use the relation \( f(Z_\Lambda - \omega) = 1 - f(\omega) \), which holds for even \( \Lambda \), in the numerator. With this replacement in the numerator, the uncorrelated two-body propagator becomes:

\[
G_{II}^0(k_1, k_2, Z_\Lambda) = \int_{-\infty}^{\infty} \frac{d\omega_1}{2\pi} \int_{-\infty}^{\infty} \frac{d\omega_2}{2\pi} A(k_1, \omega_1) A(k_2, \omega_2) \frac{1 - f(\omega_1) - f(\omega_2)}{Z_\Lambda - \omega_1 - \omega_2},
\]  
(C.9)

which vanishes for \( |Z_\Lambda| \to \infty \).

### C.3 Functions with cuts in the real axis

The last section of this Appendix is devoted to the computation of the somewhat more tricky case of a sum over a function of Matsubara frequencies which has a cut in the real axis, as it is the case of the logarithm. Let us consider the case of the free partition function, Eq. (4.1), which involves the sum:

\[
\ln Z_0 = \sum_{k, \nu} e^{z_{\nu}\eta} \ln [\varepsilon_0(k) - z_{\nu}] .
\]  
(C.10)
The Matsubara sum is, as seen before, transformed to a Cauchy integral over the contour $C$ which, however, for this case, avoids the real axis in which the logarithm has a cut:

$$
\sum_\nu e^{\varepsilon_\nu \eta} \ln [\varepsilon_0(k) - z_\nu] = -\beta \int_C \frac{dz}{2\pi i} e^{z\eta} f(z) \ln [\varepsilon_0(k) - z] .
$$

(C.11)

The contour $C$ is now deformed to $C'$. The contributions of the arches vanish thanks to the convergence factor and the only contribution left is that of the circuit slightly above and below the real axis. Thus:

$$
\sum_\nu e^{z\eta} \ln [\varepsilon_0(k) - z_\nu] = -\beta \int_{C'} \frac{dz}{2\pi i} f(z) \ln [\varepsilon_0(k) - z] =
$$

$$
= -\beta \int_{-\infty}^{\infty} \frac{d\omega}{2\pi i} f(\omega) \ln [\varepsilon_0(k) - \omega - i\eta]
$$

$$
- \beta \int_{\infty}^{-\infty} \frac{d\omega}{2\pi i} f(\omega) \ln [\varepsilon_0(k) - \omega + i\eta] =
$$

$$
= -\beta \int_{-\infty}^{\infty} \frac{d\omega}{2\pi i} f(\omega) \{ \ln [\varepsilon_0(k) - \omega_+] - \ln [\varepsilon_0(k) - \omega_-] \} .
$$

(C.12)

Up to here the result is completely general. However, one can profit from the property $\ln(z^*) = \ln(z)^*$ and of the definition of the imaginary part of a complex
number, \( \text{Im} z = \frac{1}{2i} [z - z^*] \), to get:

\[
\sum_\nu e^{z_\nu \eta} \ln [\varepsilon_0(k) - z_\nu] = -\beta \int_{-\infty}^{\infty} \frac{d\omega}{\pi} f(\omega) \text{Im} \{ \ln [\varepsilon_0(k) - \omega_+^*] \}. \tag{C.13}
\]

As a matter of fact, this result turns out to be quite general and is used thoroughly in the developments of this Thesis. Take any function of a complex variable with the property:

\[
F(z^*) = [F(z)]^*. \tag{C.14}
\]

Even if \( F \) does not have a cut in the real axis, one can take the sum over Matsubara frequencies and deform the contour \( C \) to \( C' \) as long as \( F \) decays at infinity and has no poles in the complex plane. Then, the previous results hold and the sum over Matsubara frequencies equals an integral of the imaginary part of the function slightly above the real axis:

\[
\sum_\nu e^{z_\nu \eta} F(z_\nu) = -\beta \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} f(\omega) 2\text{Im} \{ F(\omega_+^*) \}. \tag{C.15}
\]

Since both the propagator and the self-energy are analytical everywhere in the complex plane (with the possible exception of the real axis), decay at infinity and satisfy Eq. \( \text{(C.14)} \) [see Eqs. \((2.63)\) and \((2.125)\)], this result can be directly applied to the sums which involve \( \mathcal{G} \) and \( \Sigma \). As a consequence, Eq. \( \text{(C.15)} \) turns out to be extremely useful in the field of finite temperature many-body quantum mechanics, where it is extensively used.
Appendix D

Degenerate and classical limits

In the field of many-body physics at finite temperature, the presence of Fermi-Dirac (or Bose-Einstein) distribution functions makes it hard to obtain analytical expressions for the density or temperature dependences of the thermodynamical quantities. This is in contrast to the zero temperature mean-field case, where the step-like momentum distribution allows to obtain analytical results in simple cases. Yet, in a certain range of densities and temperatures, one can use approximations which allow to handle these dependences in a more or less straightforward way. These density-temperature regimes are defined by the ratio $x = \frac{T}{\varepsilon_F}$. While the temperature $T$ defines a natural energy scale for thermal effects, the free Fermi energy $\varepsilon_F = \frac{k_F^2}{2m}$ sets the energy scale associated to finite density effects in fermionic systems. The limit $x \ll 1$ defines the degenerate limit, in which the degeneracy of the system dominates its physics, while its opposite, $x \gg 1$, corresponds to the classical limit. In the following, the approximations that these two limits introduce in the observables of many-body physics will be discussed. Note that the usual derivation of these approximations relies often in a quasi-particle-like description.

D.1 Degenerate limit

The degenerate limit is achieved when the condition $T/\varepsilon_F \ll 1$ holds, i.e. when temperature effects are small relative to the density ones. This limits holds when the system is either at very low temperatures or very high densities. In both cases, the system behaves essentially like in the zero temperature case and thus one can obtain the temperature dependences for very degenerate systems by taking profit of the step-like behavior of the momentum distribution close to the Fermi surface. This is achieved in terms of the Sommerfeld expansion, which is introduced below.
**APPENDIX D**

**Chemical potential**

At finite temperature, the microscopic chemical potential of an interacting system of fermions is found from inverting:

\[
\rho = \nu \int \frac{d^3k}{(2\pi)^3} \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega A(k, \omega) f(\omega). \tag{D.1}
\]

Let us assume a no-width approximation for the spectral function. The quasiparticle spectrum is defined by:

\[
\varepsilon(k) = \frac{k^2}{2m} + \Sigma(k), \tag{D.2}
\]

where \(\Sigma(k)\) is a real energy-independent self-energy. In a Hartree-Fock approximation, this is given by the self-consistent self-energy of Eq. (4.5). When the mean-field is derived from a realistic potential and contains many-body effects, it is generally quite difficult (if not impossible) to find an analytic approximation for the momentum dependence of the mean-field \(\Sigma\). Still, in order to find manageable expressions, one commonly assumes that the self-energy (or single-particle potential, in a quasi-particle language) has a quadratic dependence in \(k\). This corresponds to the following spectrum:

\[
\varepsilon(k) \simeq \frac{k^2}{2m} + ak^2 + \bar{U} = \frac{k^2}{2m^*} + \bar{U}. \tag{D.3}
\]

The effective mass \(m^*\) introduced above, which is given by:

\[
\frac{m^*}{m} = \frac{1}{1 + 2ma}, \tag{D.4}
\]

accounts for the (approximate) quadratic momentum dependence of the potential, while the term \(\bar{U}\) is just a constant that sets the value at \(k = 0\) of the quasi-particle spectrum. Within this quadratic approximation, the effective mass is momentum independent. This is of course not true for a realistic case (see the self-energies of Fig. 5.16), in which the parameter \(a\) would either be momentum-dependent or should try to fit the momentum dependence for a given momentum regime. It is important to note that, in general, the \(a\) and \(\bar{U}\) parameters that describe the spectrum can be density dependent.

Within the previous assumptions, one can find an analytical expression for the chemical potential, because Eq. (D.1) reduces to the expression:

\[
\rho = \nu \int \frac{d^3k}{(2\pi)^3} \frac{1}{1 + e^{\beta [\varepsilon(k) - \mu]}} = \frac{\nu}{2\pi^2} \int_0^{\infty} dk \frac{k^2}{1 + e^{\beta \frac{k^2}{m^*} + \bar{U} - \mu}}, \tag{D.5}
\]
Let us now define $\bar{\mu} = \mu - \bar{U}$ and perform the change of variables $x = \beta \left[ \frac{k^2}{2m^*} - \bar{\mu} \right]$. The integral is now adimensional and becomes:

$$\rho = \frac{\nu}{4\pi^2} (2m^*)^{3/2} T \int_{-\bar{\mu}}^{\infty} dx \frac{1}{1 + e^x} \sqrt{\mu + xT},$$

(D.6)

which, after an integration by parts, becomes:

$$\rho = \frac{\nu}{6\pi^2} (2m^* \bar{\mu})^{3/2} \int_{-\bar{\mu}}^{\infty} dx \frac{e^x}{(1 + e^x)^2} \left(1 + \frac{T}{\bar{\mu}}\right)^{3/2}.$$  

(D.7)

The Fermi-Dirac distribution, $f(x) = \frac{1}{1 + e^x}$, changes rapidly close to $x \sim 0$, while it is almost constant for $x << 0$ and $x >> 0$. Its derivative, $f'(x) = -\frac{e^x}{(1 + e^x)^2}$, is thus peaked for $x \sim 0$, and close to zero elsewhere (see Fig. D.1). As a consequence of this peak-like behavior, for low enough temperatures (with respect to $\bar{\mu}$), one can safely expand the second term in the previous integrand. The exponential decay of the first term kills the contributions to the integral for large $x$. This is exactly the Sommerfeld expansion, in which one expands the integrand for very degenerate systems. Moreover, as $T$ goes to zero (or $\bar{\mu}$ increases), the lower limit goes to $-\infty$, which allows to perform the $x$-integral analytically.

Let us first consider the expansion to zero-th order:

$$\rho = \frac{\nu}{6\pi^2} (2m^* \bar{\mu})^{3/2},$$

(D.8)

which can be inverted to obtain the well-known zero temperature result:

$$\mu = \frac{k_F^2}{2m^*} + \bar{U},$$

(D.9)

so that the chemical potential is simply given by the quasi-particle energy at the Fermi surface. Note that, to find the previous result, the integral:

$$\int_{-\infty}^{\infty} dx \frac{e^x}{(1 + e^x)^2} = 1$$

(D.10)

has been used.

To obtain the first temperature correction, one has to expand Eq. (D.7) to second order (the first order result cancels exactly due to the symmetry properties of the integrand):

$$\rho = (2m^* \bar{\mu})^{3/2} \frac{\nu}{6\pi^2} \left\{1 + \frac{\pi^2 T^2}{8 \bar{\mu}^2}\right\},$$

(D.11)

which is obtained with the help of the result:

$$\int_{-\infty}^{\infty} dx \frac{e^x}{(1 + e^x)^2} x^2 = \frac{\pi^2}{3}.$$    

(D.12)
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Up to $T^2$, one can take $\left(\frac{T}{\bar{\mu}}\right)^2 = \left(\frac{T}{\epsilon^*_F}\right)^2$, with $\epsilon^*_F = \frac{k_F^2}{2m^*}$. With this result at hand, one finds:

$$\mu = \epsilon^*_F \left\{ 1 - \frac{\pi^2}{12} \left( \frac{T}{\epsilon^*_F} \right)^2 \right\} + \bar{U},$$

which shows that the first temperature correction to the chemical potential is proportional to $T^2$ and tends to make it slightly more attractive. Note that the expansion is performed in terms of the parameter $T/\epsilon^*_F$, which is modified from the non-interacting case by the effective mass.

Expanding the right term in Eq. (D.7) to a higher order, one would find the thermal corrections to the chemical potential at higher orders. Since the derivative of the Fermi-Dirac function is a symmetric function, this expansion is given in terms of even powers of the temperature. Let us finally note that in a fully correlated approach, the explicit temperature dependence of the spectral function does not allow to obtain an analytical expansion for $\mu(T)$ beyond the zeroth order.

Energy

The energy per particle, when treated within a (no-width) quasi-particle approach, has a similar Sommerfeld expansion. Let us first consider the kinetic energy:

$$\frac{K}{A} = \frac{\nu}{\rho} \int \frac{d^3k}{(2\pi)^3} \frac{k^2}{2m} \frac{1}{1 + e^{\beta [\epsilon(k) - \mu]}} = \frac{\nu}{2\pi^2 \rho} \frac{1}{2m} \int_0^\infty dk \frac{k^4}{1 + e^{\beta \left[ \frac{\epsilon^*_F}{m^*} - \bar{\mu} \right]}}.$$
After performing the change to the adimensional $x$ variable defined above and integrating by parts, one obtains the following expression:

$$\frac{\mathcal{K}}{A} = \frac{\nu}{10\pi^2 \rho} \frac{(2m^* \bar{\mu})^{5/2}}{2m} \int_{-\infty}^{\infty} dx \frac{e^x}{(1+e^x)^2} \left(1+x \frac{T}{\bar{\mu}}\right)^{5/2}. \quad (D.15)$$

Expanding it to zeroth order and using the results obtained previously for $\bar{\mu}$ at this order, one finds the usual expression for the zero temperature kinetic energy per particle:

$$\frac{\mathcal{K}}{A} = \frac{3}{5} \frac{k_F^2}{2m}. \quad (D.16)$$

The calculation to second order is also carried straightforwardly and yields:

$$\frac{\mathcal{K}}{A} = \frac{3}{5} \frac{k_F^2}{2m} \left\{ 1 + \frac{5\pi^2}{12} \left( \frac{T}{\varepsilon_F} \right)^2 \right\}. \quad (D.17)$$

Note that, as expected, thermal correlations are translated into a quadratic increase of the kinetic energy with temperature. Once again, higher order terms in the Sommerfeld expansion would involve even powers of the temperature. On the other hand, the potential energy is obtained from the expression:

$$\langle V \rangle_A = \frac{\nu}{2\rho} \int \frac{d^3k}{(2\pi)^3} \Sigma(k) \frac{1}{1+e^{\beta [\varepsilon(k) - \bar{\mu}]}} = \frac{1}{2} \bar{U} + \frac{\nu}{4\pi^2 \rho} \int_0^\infty dk \frac{k^4}{1+e^{\beta \left[ \frac{k^2}{2m^*} - \bar{\mu} \right]}}. \quad (D.18)$$

The integral over momenta is essentially the same one that is computed for the kinetic energy. Thus, it is easy to see that the expansion for low temperatures of the potential energy of quasi-particles yields:

$$\langle V \rangle_A = \frac{1}{2} \bar{U} + \frac{3}{5} k_F^2 a \left\{ 1 + \frac{5\pi^2}{12} \left( \frac{T}{\varepsilon_F} \right)^2 \right\}, \quad (D.19)$$

which is once again a quadratic temperature correction with respect to the zero temperature result. Finally, summing both contributions, one finds that the total energy per particle reads:

$$\frac{E}{A} = \frac{3}{5} \varepsilon_F \left\{ 1 + \frac{ma}{1 + 2ma} \left[ 1 + \frac{5\pi^2}{12} \left( \frac{T}{\varepsilon_F} \right)^2 \right] \right\} + \frac{1}{2} \bar{U}. \quad (D.20)$$

The Sommerfeld expansion for the correlated energy per particle should be derived from the GMK sum rule, Eq. (2.103). There are two difficulties which prevent us for performing it. On the one hand, the integration by parts involves
the knowledge of the \( m_0 \) and \( m_1 \) running integrals of the spectral function, which are not known analytically. On the other hand, the temperature dependence of the self-energy, Eq. (5.61), is non-negligible already at the first order in the Sommerfeld expansion \( O(T^2) \). This automatically involves that the spectral function has a non-trivial temperature dependence (see Fig. [5.17]), which also spoils the Sommerfeld expansion at the first non-trivial order.

### Entropy

The expansion at low temperatures of the entropy, however, can be performed in an approximation which considers the finite width of the quasi-particle peak. Consider the expression for the dynamical quasi-particle Eq. (3.98):

\[
\frac{S}{A} = \frac{\nu}{\rho} \int \frac{d^3 k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} B(k, \omega) \sigma[\beta(\omega - \mu)], \tag{D.21}
\]

and perform the change of variables \( x = \beta(\omega - \mu) \). The entropy becomes:

\[
\frac{S}{A} = T \frac{\nu}{\rho} \int \frac{d^3 k}{(2\pi)^3} \int_{-\infty}^{\infty} \frac{dx}{2\pi} B(k, \mu + xT) \sigma(x), \tag{D.22}
\]

where \( \sigma(x) \) is peaked around \( x \sim 0 \) (see Fig. [D.1]). Therefore, it is safe to perform a Sommerfeld expansion on the previous expression for low \( T \)'s (high \( \mu \)'s). To lowest order, in which the temperature dependence of the \( B \) spectral function can be neglected:

\[
\frac{S}{A} = \frac{\pi^2}{3\rho} T \nu \int \frac{d^3 k}{(2\pi)^3} B(k, \mu). \tag{D.23}
\]

The integral:

\[
\int_{-\infty}^{\infty} dx \, \sigma(x) = \frac{\pi^2}{3} \tag{D.24}
\]

has been used to obtain the previous result. Note that, in contrast to the chemical potential or the energy per particle, one can use an expression that goes beyond the quasi-particle picture in the Sommerfeld expansion of the entropy. It is however important to stress that this value is valid at lowest order in the expansion of \( T/\mu \) and thus the \( B \) spectral function of Eq. (D.23) should be computed at zero temperature.

To find the no-width counterpart of the previous expression, let us introduce the no-width \( B \)-spectral function:

\[
B(k, \omega) = (2\pi) \delta [\omega - \varepsilon_{qp}(k)], \tag{D.25}
\]
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so that the integral over momenta reads:
\[
\int \frac{d^3k}{(2\pi)^3} \delta [\mu - \epsilon_{qp}(k)] = \frac{1}{2\pi^2} \int_0^{\infty} dk \, k^2 \delta \left[ \mu - \frac{k^2}{2m} - \Sigma(k) \right].
\] (D.26)

To perform the integration over the delta function, the relation:
\[
\delta[f(x)] = \sum_{x_0} \frac{\delta(x-x_0)}{|f'(x_0)|}
\] (D.27)

has to be used, where \(x_0\) denotes any zero of \(f(x)\) in the integration region. In the quasi-particle case, this corresponds to:
\[
\mu = \frac{k^2}{2m} + \Sigma(k),
\] (D.28)

which, for \(T = 0\) and in a thermodynamically consistent approach, defines the Fermi momentum. The integral thus reads:
\[
\frac{1}{2\pi^2} \int_0^{\infty} dk \, k^2 \delta(k-k_F) \left| \frac{k}{m} \right| \frac{1}{\left| \frac{d}{dk} \Sigma(k) \right|} = \frac{1}{2\pi^2} \int_0^{\infty} dk \, k^2 \delta(k-k_F) \left| \frac{m^*(k)}{k} \right| \frac{k_F m^*(k_F)}{2\pi^2},
\] (D.29)

where the effective mass in this case is obtained from Eq. (4.32). Note that this effective mass does not correspond to any generic parameterization of the spectrum, but to its derivative with respect to the momentum at \(k = k_F\). Once again, since this corresponds to the lowest order expansion, the effective mass \(m^*(k_F)\) should be computed at zero temperature. All in all, the low temperature entropy depends linearly on the temperature and reads:
\[
\frac{S}{A} = \frac{\pi^2}{3\rho} N(0) T,
\] (D.30)

where the quasi-particle density of states \(N(0)\) is computed at zero temperature and equals:
\[
N(0) = \frac{\nu k_F m^*(k_F)}{2\pi^2}.
\] (D.31)

The previous linear law for the entropy per particle can also be derived within Fermi liquid theory \[Abr65\] \[Fet71\]. As a matter of fact, Eq. (D.30) can be easily translated into physical terms. The entropy is a measure of the total number of states that a system can occupy due to thermal agitation. Since small thermal fluctuations only modify the vicinity of the Fermi surface, the entropy of low temperature systems must be related to the available states close to this surface.
Actually, the density of states, $N(0)$, gives the number of available states close to the Fermi surface per energy unit. It is thus natural that the entropy of the system is given by the number of available states times the temperature, which is the available energy that one has to use in order to populate them.

In analogy with the previous subsections, one would be tempted to carry out the previous expansion in terms of the temperature to higher orders. Nevertheless, in the expansion of $B(k, \mu + xT)$ for low temperatures, one should keep track of the temperature dependence of $B$ which, due to its implicit temperature dependence on the functions $\text{Im} \Sigma$, $\text{Re} \Sigma$, etc. cannot be performed analytically.

### D.2 Classical limit

When a system is at very low density, quantum effects tend to be less relevant, up to a point that one cannot say that it is degenerate anymore. A similar behavior is achieved if one increases the temperature to very high values. Therefore, quantum effects tend to become irrelevant in the regime $T/\varepsilon_F \gg 1$ and in this limit one recovers the properties of a classical system. One can find analytical density and temperature dependences by means of an expansion in terms of the fugacity parameter, $e^{\beta \bar{\mu}}$. This is a very small quantity in the classical limit, because the chemical potential $\mu$ becomes very negative.

#### Chemical potential

Following the same steps introduced above, let us consider the normalization condition for the density in a no-width quasi-particle approach, Eq. (D.5). Since $\mu \to -\infty$ in the classical regime, the fugacity $\gamma = e^{-\beta \bar{\mu}}$ is very large and one can approximate the Fermi-Dirac distribution by the expression:

$$1 + e^{\beta \frac{k^2}{2m^*} + \mu} = 1 + e^{\beta \frac{k^2}{2m^*}} \sim \gamma^{-1} e^{-\beta \frac{k^2}{2m^*}}. \quad (D.32)$$

Within this approximation, the density is given by the expression:

$$\rho = \frac{\nu}{2\pi^2} \gamma^{-1} \int_0^\infty dk \, k^2 e^{-\beta \frac{k^2}{2m^*}}, \quad (D.33)$$

which, introducing the adimensional variable $y = \beta \frac{k^2}{2m^*}$, can be computed analytically:

$$\rho = \frac{\nu}{4\pi^2} \gamma^{-1} \left( \frac{2m^*}{\beta} \right)^{3/2} \int_0^\infty dy \, \sqrt{ye^{-y}}. \quad (D.34)$$
The previous density-chemical potential relation can be easily inverted and one finds:

\[ \mu = T \ln \frac{\rho \lambda_{dB}^3}{\nu} - \frac{3}{2} T \ln \frac{m^*}{m} + \bar{U}, \tag{D.35} \]

which yields the chemical potential in terms of the density, the effective mass, the potential \( \bar{U} \) and the de Broglie wavelength:

\[ \lambda_{dB} = \sqrt{\frac{2\pi}{Tm}}. \tag{D.36} \]

The density and temperature dependences of the chemical potential in the classical limit are thus logarithmic. Note that the interaction affects the chemical potential via the logarithmic dependence on the effective mass and the linear dependence of the momentum-independent term, \( \bar{U} \). In the low density limit, where particles hardly interact with each other, \( \bar{U} \) will be negligible and \( m^* = m \). The following term in the fugacity expansion of the Fermi-Dirac distribution, Eq. (D.32), would give the first quantal correction to the chemical potential.

**Energy**

The kinetic energy can also be expressed in terms of the fugacity expansion. Using Eq. (D.32), one can show that the kinetic energy is given by:

\[
\frac{K}{A} = \frac{\nu}{\rho} \int \frac{d^3k}{(2\pi)^3} \frac{k^2}{2m} \frac{1}{1 + e^{\beta \varepsilon(k) - \mu}} \sim \frac{\nu}{2\pi^2 \rho} \frac{1}{2m} \gamma^{-1} \int_0^\infty dk k^4 e^{-\beta \frac{k^2}{2m^*}} = \\
= \frac{\nu}{4\pi^2 \rho} \frac{1}{2m} \gamma^{-1} \left( \frac{2m^*}{\beta} \right)^{5/2} \int_0^\infty dy y^{3/2} e^{-y} = \frac{3}{2} \frac{m^*}{m} - \frac{1}{2} \int \frac{d^4k}{(2\pi)^4} \frac{k^4}{m^*} \Gamma \left( \frac{5}{2} \right) = \frac{3}{2} \sqrt{\pi} \frac{1}{\beta}.
\tag{D.37}
\]

Note that, except for the effective mass factor, this is just the expected result from the equipartition theorem of classical statistical mechanics for a gas in three dimensions. As a matter of fact, in the low density limit, where \( \frac{m^*}{m} \rightarrow 1 \) the kinetic energy per particle is essentially given by the temperature. Note that the kinetic energy should be almost density independent and in fact the only density dependence that enters the expression is the one coming from the effective mass.

The potential energy is once again given by a term proportional to \( \bar{U} \) and the contribution of the momentum dependent term, which is actually given by the same integral over \( k^4 \) of the previous result:

\[
\frac{(V)}{A} = \frac{3 m^*}{2 m} T m a + \frac{1}{2} \bar{U}. \tag{D.38}
\]
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The total energy per particle is thus given by the a term proportional to the temperature and the momentum dependence of the mean field and a term proportional to $\bar{U}$:

$$\frac{E}{A} = \frac{3}{2} \frac{1 + ma}{1 + 2ma} T + \frac{1}{2} \bar{U}. \quad (D.39)$$

Once again, in the low density limit where both $a$ and $\bar{U}$ tend to zero, the equipartition theorem will be valid for the total energy per particle. Note, however, that in an intermediate density regime (close to the classical limit, but not close to the free gas) the energy per particle is modified and is given in terms of a virial expansion in which the phase shifts determine in a model-independent way the energy per particle [Hor06].

Entropy

Let us now consider the fugacity expansion to first order for the statistical weighting function $\sigma(\omega)$:

$$\sigma(\omega) = -\{ f(\omega) \ln f(\omega) + [1 - f(\omega)] \ln[1 - f(\omega)] \} \sim -\{ \beta(\omega - \mu) \gamma^{-1} e^{-\beta\omega} + \gamma^{-1} e^{-\beta\omega} \}. \quad (D.40)$$

Introducing this expansion into the quasi-particle expression for the entropy, one finds:

$$\frac{S}{A} \sim -\frac{\nu \gamma^{-1}}{\rho} \int \frac{d^3 k}{(2\pi)^3} \left\{ \beta [\varepsilon(k) - \mu] e^{-\beta \varepsilon(k)} + e^{-\beta \varepsilon(k)} \right\}, \quad (D.41)$$

which, using Eqs. (D.34) and (D.37), is given by:

$$\frac{S}{A} = \frac{5}{2} - \ln \frac{\rho \lambda_d B}{\nu} + \frac{3}{2} \ln \frac{m^*}{m}. \quad (D.42)$$

The entropy per particle depends logarithmically on the density and the temperature of the system. In addition, the interaction affects the entropy only via the effective mass, $m^*$, which in this case has to be taken as a momentum independent effective mass that parameterizes the quadratic dependence of the spectrum in $k$. In the degenerate regime, on the other hand, the entropy is given by the derivative of the quasi-particle spectrum close to the Fermi surface and, formally, there is no need for this spectrum to be quadratic. In contrast, in this case the quadratic dependence is necessary to obtain these analytical results.
Appendix E

Numerical implementation of the SCGF scheme

The implementation of the SCGF scheme is quite demanding from the numerical point of view. In this Appendix, the details associated to the numerical calculations which have been used in this Thesis will be explained. Following the scheme presented in Table 5.1, each of the different steps involved in the calculation will be reviewed. Complementary information on this numerical treatment can be found in Ref. [Fri04a].

Step 1

The starting point of the SCGF method is the initial guess of a spectral function. The very first calculation in the SCGF involved a spectral function obtained from a quasi-particle approach, which was extended to treat off-shell dependences [Fri04a]. Yet, once this first calculation was done, it was found that the results converged faster if one used as an initial guess the converged spectral function of a different density and temperature. With the knowledge of this spectral function, one can compute a chemical potential that matches the density at which the calculation is performed. To achieve this, one performs the momentum and energy integration of Eq. (3.47) for Fermi-Dirac distributions with different chemical potentials, $\bar{\mu}$. Note that this is approximate, in the sense that one should also consistently change the chemical potential inside the spectral function. Since one does not a priory know the chemical potential dependence of $\mathcal{A}$, this is kept fixed. The iterative process will lead to a converged result in which the chemical potential of the spectral function matches the $\bar{\mu}$ in $f(\omega)$.

Steps 2-5

Steps 2-5 are devoted to compute the angle averaged non-correlated two-body propagator, $G^0_{ll}$. This function has an imaginary and a real part. The optimal
starting point to compute this object is Eq. (5.28). This gives \( \text{Im} \mathcal{G}^0_{II} \) from a single \( \omega \)-integral over two spectral functions. For a given momentum, these two spectral functions have very sharp peaks around their respective quasi-particle energies and thus the numerical integral can be hard to handle. In order to evaluate Eq. (5.28) conveniently, one can consider a change of variables in the integration variable, \( \tilde{\omega} = \omega - \varepsilon_{qp}(k) \):

\[
\text{Im} \mathcal{G}^0_{II}(\Omega; k, k') = -\frac{1}{2} \int_{-\infty}^{\infty} \frac{d\tilde{\omega}}{2\pi} \mathcal{A}(k, \tilde{\omega} + \varepsilon_{qp}(k)) \mathcal{A}(k', \Omega - \tilde{\omega} - \varepsilon_{qp}(k)) \times [1 - f(\tilde{\omega} + \varepsilon_{qp}(k)) - f(\Omega - \tilde{\omega} - \varepsilon_{qp}(k))]. \quad (E.1)
\]

Note that, with the help of this change of variables, the integrand is always peaked around \( \tilde{\omega} = 0 \) independently of the external momentum \( k \). This is very useful in the construction of the integration meshes, which are easier to build thanks to the fact that they are independent of \( k \). Instead of sampling the quasi-particle peak for each \( k \), for instance, it is enough to sample in detail the region of \( \tilde{\omega} \sim 0 \). The same effect can indeed be obtained for the \( k' \) variable if one considers the change \( \tilde{\Omega} = \Omega - \varepsilon_{qp}(k) - \varepsilon_{qp}(k') \). The integral then becomes:

\[
\text{Im} \mathcal{G}^0_{II}(\tilde{\Omega}; k, k') = -\frac{1}{2} \int_{-\infty}^{\infty} \frac{d\tilde{\omega}}{2\pi} \mathcal{A}(k, \tilde{\omega} + \varepsilon_{qp}(k)) \mathcal{A}(k', \tilde{\Omega} - \tilde{\omega} + \varepsilon_{qp}(k')) \times [1 - f(\tilde{\omega} + \varepsilon_{qp}(k)) - f(\tilde{\Omega} + \varepsilon_{qp}(k') - \tilde{\omega})], \quad (E.2)
\]

and the integrand is peaked around \( \tilde{\omega} = 0 \) and \( \tilde{\omega} = \tilde{\Omega} \) independently of \( k \) and \( k' \). The region of \( \tilde{\Omega} = 0 \) corresponds to the energies in which there is a maximum overlap between the two spectral functions and thus yields the larger results for the integral. To see this clearly, consider the quasi-particle approximation to \( \text{Im} \mathcal{G}^0_{II} \):

\[
\text{Im} \mathcal{G}^0_{II}(\Omega; k, k') = -\pi Z(k) Z(k')[1 - f(\varepsilon_{qp}(k)) - f(\varepsilon_{qp}(k'))] \times \delta[\Omega - \varepsilon_{qp}(k) - \varepsilon_{qp}(k')], \quad (E.3)
\]

which is obtained by taking the no-width quasi-particle limit of Eq. (2.142) in the spectral functions of Eq. (5.28). In terms of the \( \tilde{\Omega} \) variable, this function simplifies to the expression:

\[
\text{Im} \mathcal{G}^0_{II}(\tilde{\Omega}; k, k') = -\pi Z(k) Z(k')[1 - f(\varepsilon_{qp}(k)) - f(\varepsilon_{qp}(k'))] \times \delta[\tilde{\Omega}], \quad (E.4)
\]

which is different from zero only at the value \( \tilde{\Omega} = 0 \), independently of the momenta. Thus, if one is able to build the function \( \text{Im} \mathcal{G}^0_{II}(\tilde{\Omega}; k, k') \) by means of Eq. (E.2), it will be peaked around \( \tilde{\Omega} = 0 \). This is a useful property that can be used later on in the angle average procedure.

The procedure to obtain numerically \( \mathcal{G}^0_{II} \) follows three steps. In the first one, for each of the external \( k \) and \( k' \), one interpolates the integrand from the \( \omega, \Omega \) to the \( \tilde{\omega}, \tilde{\Omega} \) variables, as already explained. The integrand being peaked around two
very concrete regions ($\tilde{\omega} \sim 0$ and $\tilde{\omega} \sim \tilde{\Omega}$), an accurately distributed mesh around those values is enough to perform the integral. In order to check the numerical accuracy, the sum rule of Eq. (5.30) can be used, since the right hand side is easily computed from the single-particle propagator. The meshes are adjusted to reproduce the sum rule within a 1% accuracy with $k$ and $k'$ up to 2000 MeV. As a final result, $\text{Im} \mathcal{G}_{II}^0$ is computed for a given distribution of $\tilde{\Omega}$’s and stored. The stored data is then used to perform the dispersion integral of Eq. (5.29), which allows one to obtain $\text{Re} \mathcal{G}_{II}^0$. This is a principal value integral and thus care must be taken in the integration procedure in order to treat properly the possible large cancellations. To this end, $N_{\tilde{\Omega}} = 120$ mesh points are distributed symmetrically around the pole $\Omega' = \tilde{\Omega}$. Note that since the momentum mesh has 70 points, this involves the calculation of $N_{\tilde{\Omega}} \times N_k \times N_{k'} \sim 6 \times 10^5$ integrals.

Once the real and the imaginary parts of $\mathcal{G}_{II}^0$ are obtained, one can proceed to perform, for every energy $\tilde{\Omega}$, the angle average procedure in the angle between $K = k + k'$ and $k_r = (k - k')/2$. $\mathcal{G}_{II}^0$ is indeed easily reexpressed in terms of this angle:

$$
\mathcal{G}_{II}^0(\tilde{\Omega}; k, k') = \mathcal{G}_{II}^0(\tilde{\Omega}; |K/2 + k_r|, |K/2 - k_r|) = \mathcal{G}_{II}^0(\tilde{\Omega}; \sqrt{K^2/4 + k_r^2 + K k_r \cos \theta}, \sqrt{K^2/4 + k_r^2 - K k_r \cos \theta}) .
$$

(E.5)

Interpolating the initial $\mathcal{G}_{II}^0$ to the values given by the square roots above, one obtains a set of values for $\mathcal{G}_{II}^0(\tilde{\Omega}; K, k_r, \theta)$. The angle average is then performed for every $K$ and $k_r$ by means of a simple trapezoidal rule in the $\theta$ variable. This is the third and last step to obtain numerically the angle-averaged propagator of two dressed independent particles, $\overline{\mathcal{G}_{II}^0}$. This will now be a basic ingredient in the solution of the Lippman-Schwinger equation.

**Step 5**

The Lippman-Schwinger equation for the $T$-matrix is a one dimensional integral equation for each allowed combination of $\alpha = (J, S, T)$. For a given $\alpha$, there can be at most $N_c = 2$ coupled $L$ partial waves, due to the tensor component of the NN interaction. To begin with, let us discretize the momentum $q_r$ in the integral of Eq. (5.37), which then becomes the sum:

$$
\int_0^\infty dq_r \ h(q_r) \rightarrow \sum_{n=1}^{N_f} u_n h(q_n) .
$$

(E.6)

The $N_f$ momenta $q_n$ at which the integrand of Eq. (5.37) is computed as well as their corresponding integration weights $u_n$, are chosen to optimize the accuracy in the integral. In addition, one usually discretizes the external momenta, $k_r \rightarrow k_m$. 
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All in all, the Lippman-Schwinger equation in its discretized form reads:

\[
\langle k_m | T_{LL'}^\alpha (\Omega_+, \mathbf{K}) | p_r \rangle = \langle k_m | V_{LL'}^\alpha | p_r \rangle + \sum_{L''}^{N_I} \sum_{n=1}^{N_I} q_n^2 u_n \langle k_m | V_{LL''}^\alpha | q_n \rangle \overline{G}_{HI}^\alpha (\Omega_+; \mathbf{K}, q_n) \langle q_n | T_{L'L'}^\alpha (\Omega_+, \mathbf{K}) | p_r \rangle . \tag{E.7}
\]

If the discrete momenta \( k_m \) and \( q_n \) are chosen to be the same, the previous discretized equation can be rewritten as:

\[
\langle k_m | V_{LL'}^\alpha | p_r \rangle = \sum_{L''}^{N_I} \sum_{n=1}^{N_I} \left[ \delta_{mn} \delta_{LL''} - u_n q_n^2 \langle k_m | V_{LL''}^\alpha | q_n \rangle \overline{G}_{HI}^\alpha (\Omega_+; \mathbf{K}, q_n) \right] \times \langle q_n | T_{L'L'}^\alpha (\Omega_+, \mathbf{K}) | p_r \rangle . \tag{E.8}
\]

To understand better the structure of this expression, let us consider a channel \( \alpha \) such that there is no transition between different angular momenta, \( L = L' \).

Discretizing the remaining momentum \( p_r \) in a mesh, \( p_s \), of \( N_p \) points, one obtains the following equation:

\[
V_{mL,sL}^\alpha = \sum_{n=1}^{N_I} M_{mL,nL}^\alpha (\Omega_+, \mathbf{K}) T_{nL,sL}^\alpha (\Omega_+, \mathbf{K}), \tag{E.9}
\]

where the \( N_I \times N_p \) matrices

\[
V_{mL,sL}^\alpha = \langle k_m | V_{LL}^\alpha | p_s \rangle, \tag{E.10}
\]

\[
T_{nL,sL}^\alpha (\Omega_+, \mathbf{K}) = \langle q_n | T_{LL}^\alpha (\Omega_+, \mathbf{K}) | p_s \rangle, \tag{E.11}
\]

as well as the \( N_I \times N_I \) matrix

\[
M_{mL,nL}^\alpha (\Omega_+, \mathbf{K}) = \delta_{mn} - \langle k_m | V_{LL}^\alpha | q_n \rangle \overline{G}_{HI}^\alpha (\Omega_+; \mathbf{K}, q_n) u_n q_n^2, \tag{E.12}
\]

have been introduced. It is clear that Eq. \( \text{(E.9)} \) defines the product of the \( M \) and \( T \) matrices. Thus, by means of the discretization procedure, the one dimensional Lippman-Schwinger equation for the \( T \)-matrix has been converted into a complex matrix equation. This can be solved by means of standard numerical techniques, simply inverting the \( M \)-matrix to yield:

\[
T^\alpha (\Omega_+, \mathbf{K}) = [M^\alpha (\Omega_+, \mathbf{K})]^{-1} \cdot V^\alpha . \tag{E.13}
\]

Up to here only diagonal terms in \( L \) have been treated. When the coupling between different partial waves acts, the philosophy is essentially the same and the \( T \)-matrix equation can also be treated in a matricial form:

\[
\begin{pmatrix}
V_{mL,sL}^\alpha \\
V_{mL',sL'}^\alpha \\
V_{mL',sL}^\alpha \\
V_{mL,sL'}^\alpha
\end{pmatrix} = \sum_{n}^{N_I} \begin{pmatrix}
M_{mL,nL}^\alpha \\
M_{mL,nL'}^\alpha \\
M_{mL',nL}^\alpha \\
M_{mL',nL'}^\alpha
\end{pmatrix} \begin{pmatrix}
T_{nL,sL}^\alpha \\
T_{nL,sL'}^\alpha \\
T_{nL',sL}^\alpha \\
T_{nL',sL'}^\alpha
\end{pmatrix} .
\]
This suggests the introduction of the multi-indices $M = (m, L)$, $N = (n, L)$ and $S = (s, L)$, which characterize the $N_c N_I \times N_c N_p$ matrices:

\[
V^a_{MS} = \langle k_m | V^a_{LL'} | p_s \rangle, \quad (E.14)
\]
\[
T^a_{NS}(\Omega^+, K) = \langle q_n | T^a_{LL'}(\Omega^+, K) | p_s \rangle, \quad (E.15)
\]
as well as the square $N_c N_I \times N_c N_I$ matrix:

\[
M^a_{MN}(\Omega^+, K) = \delta_{MN} - \langle k_m | V^a_{LL'} | q_n \rangle \mathcal{G}^a_{II}(\Omega^+, K, q_n) u_n q_n^2, \quad (E.16)
\]

With these matrices in hand, Eq. (E.8) is easily rewritten as:

\[
V^a_{MS} = \sum_{N=1}^{N_c \times N_I} M^a_{MN}(\Omega^+, K) T^a_{NS}(\Omega^+, K), \quad (E.17)
\]

and the final solution for the $T$-matrix is again given by the inversion:

\[
T^a(\Omega^+, K) = [M^a(\Omega^+, K)]^{-1} \cdot V^a. \quad (E.18)
\]

Note, however, that the matrices are in this case $N_c$ times larger than in the non-coupled case.

The inversion of the complex square $M$ matrix can be a time-consuming task if its number of columns is very large. Therefore one should try to minimize the number of integration mesh points, $N_I$, without loosing physical information. In the case of the non-correlated two-particle propagator, for a fixed external total energy and center-of-mass momentum, one has to sample correctly both the region around $q_0$, where $\mathcal{G}^0_{II}$ is maximal due to the overlap of spectral functions, as well as the high (relative) momentum region, where $\mathcal{G}^0_{II}$ might not be negligible due to correlation effects. This is achieved by defining an intermediate momentum $q_X$, below which one always finds $q_0$ and above which one has the high-momentum region. In the interval $[0, q_X]$, different sets of Gauss-Legendre mesh points and weights are defined to correctly sample the structures in $\mathcal{G}^0_{II}$. Around the quasi-particle peak $q_0$, the integrand varies rapidly. In this zone, a especially dense mesh of points is applied, in a symmetric way above and below $q_0$ in order to favor any possible cancellation of contributions with opposite sign. For the interval $[q_X, \infty]$, a tangential map is used. In this way, the interval $[q_X, \infty]$ is mapped into a finite interval by means of the transformation:

\[
q_j = q_X + c \tan \left( \frac{\pi}{2} x_j \right), \quad (E.19)
\]

where $x_j$ are Gauss-Legendre mesh points in the $[0, 1]$ interval and where $c$ is chosen to give an adequate sampling of the high momentum region, up to where the potential is suppressed by its natural cut-off. The integration weights $w_j$.
Table E.1: Quantum numbers of the NN interaction channels up to $J = 2$. Only the values that fulfill the antisymmetry constrain $L + S + T = \text{odd}$ are considered.

<table>
<thead>
<tr>
<th>$J$</th>
<th>$S$</th>
<th>$T$</th>
<th>Channel</th>
<th>$N_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$^1S_0$</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$^3P_0$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$^1P_1$</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$^3S_1 - ^3D_1$</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$^3P_1$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>$^1D_2$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>$^3D_2$</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
<td>$^3P_2 - ^3F_2$</td>
<td>2</td>
</tr>
</tbody>
</table>

of the original Gauss-Legendre mesh have to be transformed, accordingly to the tangential map:

$$u_j = c \frac{\pi w_j}{2 \cos^2 \left( \frac{\pi}{2} x_j \right)}.$$  \hspace{1cm} (E.20)

With this transform, the $[q_X, \infty]$ region is well sampled and the integral yields faithful results. The actual calculations are performed with $N_I = 50$ mesh points, 14 of which are in the $[q_X, \infty]$ region. The $T$-matrix is computed on an external three-dimensional mesh formed by the total pair energies $\Omega$ (sampled with $N_\Omega = 80$ points), the center-of-mass momenta $P$ ($N_P = 30$) and the relative momenta $p_r$ ($N_p = 30$). Since $M$ does not depend explicitly on $p_r$, this $N_c N_I \times N_\Omega N_I$ matrix is inverted $N_{MII} = N_\Omega \times N_P \times N_\alpha$ times, with $N_\alpha$ the number of $(JST)$ partial waves that are chosen in the calculation. In this case, waves up to $J = 2$ have been chosen for the inversion procedure, which yields a total of $N_\alpha = 10$ (see Table E.1). Thus, in the program, the complex $50 \times 50$ (or $100 \times 100$, depending on whether $N_c = 1$ or 2) $M$-matrix is inverted $N_{MII} = 12000$ times. Not surprisingly, this is the more time-consuming task in the SCGF program.

A nice property of the SCGF scheme is that there is no need to worry about poles in the inversion of the $T$-matrix. In other descriptions of nuclear matter, the equivalent equations for the in-medium interaction have integrands which may contain poles. These have to be treated somehow, generally by means of the pole substraction technique introduced in Ref. [Hal70]. In the SCGF scheme this is not necessary, because the integrand remains finite for all energies and momenta in the normal phase. There is however a pole in the bosonic function that is canceled by a node of the $T$-matrix. The accurate treatment of this cancellation requires a careful construction of the $N_\Omega$ mesh points for the $\Omega$ variable in the inversion procedure, especially around the values $\Omega \sim 2 \mu$. 
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Moreover, it has already been mentioned that for low temperatures the $T$-matrix acquires a pole in the $P = 0$ and $\Omega = 2\mu$ region, where the pairing instability appears. In terms of the equations here presented, the pole in the $T$-matrix would be directly reflected into the $M$-matrix [Alm93; Dew02]. The Thouless criterion for the onset of superconductivity states that, for a given density and decreasing the temperature, the critical temperature $T_C$ for the onset of pairing is the one at which, for any channel $\alpha$, the following condition is fulfilled:

$$\det [M^\alpha (\Omega = 2\mu, P = 0)] = 0.$$  \hspace{1cm} (E.21)\]

In symmetric nuclear matter around saturation density, the largest gaps are usually found for neutron-proton pairing in the channel $^3S_1 - ^3D_1$ [Dea03]. Within a quasiparticle approach, the corresponding critical temperatures depend strongly on the many-body approach which is used to describe pairing correlations. It is however believed that the critical temperature lies in the range $T_c \sim 5$ MeV.

**Steps 6-8**

The remaining steps in SCGF approach have to do with the computation of the self-energy from the $T$-matrix. The more difficult step from the numerical point of view is the computation of the imaginary part of $\Sigma_L$ from Eq. (5.50). For a fixed external momentum $k$ and energy $\omega$, one has to integrate over $k'$, thus defining several center-of-mass, $P$, and relative momenta, $q$. The energy integral is also somewhat tricky, because of the pole in the Bose function. Even though this is canceled by the node in $\text{Im} T$, one has to take care of it numerically. Once again, a symmetric mesh is defined around the pole to evaluate correctly the possible cancellations. This mesh of $N_{\omega} = 1000$ points is used for the energy integral, while the integration over momenta is performed with $N_{k'} = 80$ points linearly distributed between 0 and $4k_F$, as well as with $N_{\theta} = 40$ points for the angle integration over the internal momentum $k'$. With these meshes one can carry out accurately the integration of Eq. (5.50) for a wide range of densities and temperatures. The relative importance of each of the contributions to the integrand ($A$, $\text{Im} T$ and the phase space factor $[f + b]$) is discussed in length in [Fri04a].

The real part of the self-energy is easily computed from this imaginary part via Eq. (5.29). The generalized Hartree-Fock contribution can be directly calculated by means of Eq. (5.42). The momentum distribution entering this equation, however, is computed from the spectral function by means of the energy integral of Eq. (2.72). The remaining momentum integral is easily performed by means of, for instance, a trapezoidal rule. The principal part integral of Eq. (5.29) is performed as already explained above, with a symmetric mesh around the pole at $\lambda = \omega$. Note that the high energy region, where $\text{Im} \Sigma$ is non-negligible, must also be treated. This is achieved by splitting the integration variable in two different
Appendix E

regions, one of them sampling the quasi-particle structures and the remaining one covering the high and low energy structures in Re $\Sigma$.

Once the self-consistent self-energy is obtained, it can be interpolated to the momentum and energy meshes which are needed in order to build the corresponding spectral function by means of Eq. (2.130). It is very important to interpolate the smooth Im $\Sigma$ and Re $\Sigma$ functions. If the interpolation was performed on the spectral function, one could sample incorrectly the strong peaks and structures of the spectral function and thus introduce an important source of numerical inaccuracies. Note that, once again, the energy mesh has to be accurate enough to reproduce correctly at the same time the intermediate energy region, where the quasi-particle peak lies, as well as the high and low-energy tails of $A$. This simultaneous sampling is vital for the resolution of the SCGF procedure and it is probably the largest source of difficulties in its numerical implementation.
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